—

DISSERTACAO DE MESTRADO EM ENGENHARIA
ELETRICA

AVALIACAO DO DESEMPENHO DE
TRANSFORMADAS SOBREPOSTAS E WAVELETS

NOS CODIFICADORES PADRAO JPEG2000
E H.264/AVC

Rafael Galvao de Oliveira

Brasilia, marco de 2008







UNIVERSIDADE DE BRASILIA
Faculdade de Tecnologia

DISSERTACAO DE MESTRADO EM ENGENHARIA
ELETRICA

AVALIACAO DO DESEMPENHO DE
TRANSFORMADAS SOBREPOSTAS E WAVELETS

NOS CODIFICADORES PADRAO JPEG2000
E H.264/AVC

Rafael Galvao de Oliveira

Dissertacao de mestrado submetida ao Departamento delamigeBlétrica da Faculdade de
Tecnologia da Universidade de Brasilia, como parte dos s#gsinecessarios para a obtencéo
do grau de mestre.

Banca Examinadora

Prof. Ricardo Lopes de Queiroz, PhD. UnB/
ENE (Orientador)

Prof. Lacio Martins Silva, Dr. UnB/ ENE
(Examinador Interna)

Prof. Eduardo Antbnio Barros da Silva, PhD.
UFRJ/ COPPE (Examinador Externo)




FICHA CATALOGRAFICA

DE OLIVEIRA, RAFAEL GALVAO
Avaliacdo do Desempenho de Transformadas Sobrepostas nos
Codificadores Padrao JPEG2000 E H.264/AVC. [Distrito Federal] 2008.
xvii, 82p., 297 mm (ENE/FT/UnB, Mestre, Telecomunicacfes
Processamento de Sinais, 2008). Dissertacédo de Mestrado.
Universidade de Brasilia. Faculdade de Tecnologia.
Departamento de Engenharia Elétrica.

1. Compresséo de imagens 2. JPEG2000

3. H.264 4. Transformadé/avelet

5. Transformadas Sobrepostas 6. Processamento de Sinais
I. ENE/FT/UnB . Titulo (série)

REFERENCIA BIBLIOGRAFICA

OLIVEIRA, R. G.(2008) Avaliagdo do Desempenho de Transformaddsepostas nos Codificadores
Padrao JPEG2000 E H.264/AVC. Dissertacao de Mestrado em Engerttétrica com enfase em
Telecomunicagdes, Publicacdo MTARH.DM - 336/08, Departamento denBage Elétrica, Universidade
de Brasilia, Brasilia, DF, 82p

CESSAO DE DIREITOS

NOME DO AUTOR: Rafael Galvao de Oliveira.

TITULO DA DISSERTACAO DE MESTRADO: Avaliacdo do Desempenho darisformadas Sobre-
postas nos Codificadores Padrédo JPEG2000 E H.264/AVC.

GRAU /ANO: Mestre /2008

E concedida & Universidade de Brasilia permiss&o para reproduAsaigsta dissertacdo de mestrado e
para emprestar ou vender tais cOpias somente para propositos acad@cimatificos. O autor reserva
outros direitos de publicacdo e nenhuma parte desta dissertacdo de mpsttacer reproduzida sem a
autorizagao por escrito do autor.

Rafael Galvao de Oliveira
SQS 310 Bloco F Ap. 302
70.363-060 Brasilia - DF - Brasil.



Dedicatoria
A Erica

Rafael Galvdo de Oliveira






Agradecimentos

Agradeco ao meu orientador Ricardo Lopes de Queiroz pelagparvisédo e paciéncia.
Aos meus colegas do GPDS Bruno, Diogo, Eduardo, Karen, MifRsnan, Tiago e
Zaghetto pela amizade e pelo agradavel ambiente de trabalho

A minha familha Carlos, Eleonora, Gabriel e Larissa.

E & Erica que, além da ajuda e apoio neste Ultimos meses eeatemeu lado todos
estes anos.

Rafael Galvao de Oliveira



RESUMO

O presente trabalho consiste em uma comparacdo do desersmmldiversas transformadas,
transformadas sobrepostd¥avelete DCT nos codificadores padrao JPEG2000 e H.264/AVC.
Embora essas comparacdes ja tenham sido realizada parsodivedificadores, ndo ha muita
informacéo a respeito do desempenhos relativos nesse difisadores utilizados neste trabalho.
Além disso, no H.264/AVC, compara-se o desempenho com ura tarima de sobreposicao, a
predicao intra quadros;



ABSTRACT

This work aims to evaluate the performance presented bgthfsansforms, wavelets and DCT in
standards JPEG2000 and H.264/AVC coders. Even thoughighengch of information about the
comparison of those transforms in many coders, there lis iitformation available in literature
relative to the performs of the performs of these transfamtise coders used. Itis also compared
to other forms of overlaping as intra frame prediction, used.264/AVC coder.
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1 INTRODUCAO

1.1 CONTEXTUALIZACAO

Nos ultimos anos muita pesquisa tem sido feita em compressdo de imagens e Uivecsas
técnicas desenvolvidas sdo aplicadas tanto no armazenamento quanttsimassao e o0 estado da arte

sdo H.264/AVC[1] na compresséao de video e JPEG2000[2] na corépréssmagens.

Em 1956, a IBM lancou RAMAC 305Random Access Method of Accounting and Coptmimeiro
computador da histéria a possuir um disco rigido. Ele possuia 50 disco€ticagmue giravam a 1.200
rotacdes por minuto, media cerca de um metro e meio de largura, um metrota setéimetros de altura
e setenta centimetros de profundidade e tinha a capacidade de armazertreémco milhdes de bytes
(aproximadamente 4,77MB). O sistema completo custava cerca de centerdaessdblares americanos.
Foi somente em 1958 que o RAMAC 305 pode utilizar um disco adicionaladdora capacidade de

armazenamento.

Atualmente, por algumas dezenas de reais é possivel carregar noibptsitivos de armazenamento
com capacidade de alguns gigabytes. Disco rigidos com capacidaddesa de terabytes podem ser
adquiridos por algumas centenas de délares americanos. Discos 6ptitoodVD Qigital Versatile
Disc) tém capacidade de até 8,5GB (caso apenas um lado seja utilizado conachmb&g e esta sendo
considerado uma midia ultrapassada. Os provaveis sucessores do BN2EDVD (High Density Digital
Versatile Disg e o0 Blu-ray tem capacidade ainda mais impressionantes. Para camaldasalbju-ray tem
capacidade de 50GB e o HD-DVD 30 GB. Isso sem mudar os 12cm de diéaioeDVD. Recentemente,
a Toshiba oficialmente desistiu de continuar a producdo do HD-DVD, indiicama possivel vitoria do

Blu-ray como sucessor do DVD.

Sem duavida houve uma imensa evolucao dos dispositivos de armazenanmémtentaaumento de
capacidade, como em diminuigdo de tamanho e custo. Isso levanta novanggmstionamento sobre
a real necessidade de continuo estudo sobre compressao de dadis.espkcificamente, no caso
deste trabalho, sobre a compresséo de imagens. Porém, o aumentodi@adapde armazenamento,
foi acompanhado, sendo superado, por um aumento na geracammheaicdio. Exemplos disso séo a
popularizacédo do uso de cameras digitais, videos transmitidos por inteadet&@o de padrbes de televisdo

digital, entre outros.



Um video em definicao padréo ou SD (do inglésndard Definitiojy 720 x 576 pixels utilizada no
sistema PAL europelPhase Alternating Linecom 25 quadros por segundos em um DVD de dupla face,
considerando ainda que a imagem esteja em cores e que as cromin&telhg$dsobre transformacéo de
cores serdo vistas a seguir) sejam subamostradas, possuindowapenasto da definicdo do video e que
cada amostra ocupasse apenadytg poderia ter cerca de 690 segundos, aproximadamente 11 minutos.
Mesmaos utilizando um blu-ray esse mesmo video ndo poderia ultrapassar @ésniiodavia, discos
Blu-ray tipicamente contém videos de af20 x 1080 pixelsa 30 quadros por segundo. Sendo assim, a
capacidade seria de apenas cerca de 10 minutos. Para um video deisasm alta definicdo seriam

necessarios cerca de 625Gb, quantidade impressionante até padedes pauais.

Outro exemplo muito ilustrativo sobre a necessidade de compressao é decamsagens estaticas,
nas quais costuma-se armazenar trés amostrapiypelr uma para cada cor, vermelho, verde e azul.
Considerando que cada amostra é armazenada utilizando-se oito bitsfeyrerbyuma camera de sete
megapixelscom capacidade de armazenamento de 1 Gb, somente 37 fotografinamabs guardadas.
Embora essa capacidade ndo deixe a desejar comparando-se coas@@meencionais, nem se aproxima

das centenas de imagens que poderiam ser armazenadas utilizandgpsessao.

Os dois exemplos apresentados demonstram a necessidade de utilizéginods de compressao de

imagem e video.

1.2 DEFINICAO DO PROBLEMA

Ao utilizar técnicas de compressao, procura-se uma representacacordgisa de um sinal digital,
ou seja, uma forma que consuma menos recursos, no lo#éso,Visando que essa representacdo seja
eficiente, € interessante que, baseado em caracteristicas conhecisiaal dsendo codificado, sejam
utilizados modelos. Por exemplo, caso o sinal sendo comprimido seja um texim esn lingua
portuguesa, sabe-se que € muito mais provavel a ocorréncia de umaalettae“ de uma letra ‘w”.
Assim pode-se, na codificacdo, representar o simbolo “a” de forma cwi®mica que “w”. No mesmo
exemplo, caso queira-se um modelo mais complexo, é possivel dizer qae kgra “p”, € mais provavel
a ocorréncia de uma vogal “e” que a letra “t” (embora nao seja impossin® @isto na palavra “apto”).
Da mesma forma, podem ser escolhidas representacfes para os sinebatmsdbd com a vizinhanca,
no exemplo apresentado a letra “e” seria representada utilizando figsiqae “t”. Esse ultimo tipo de

codificacdo, no qual a vizinhanca ja codificada é utilizada, é conheoitio contextual. E importante



notar que o modelo depende do sinal em questao, um modelo 6timo para mtingua portuguesa ndo

seria 6timo para um texto em lingua inglesa, um sinal de audio ou uma imagem.

As técnicas de codificacdo podem ser divididas em duas grandessclassn perdas e sem perdas.
Claro que néo seria aceitavel que quando se esta comprimindo um textovgrsdia disponivel apés a
compresséo fosse diferente da verséo original. Caso apenas unta palalasse, isso poderia modificar
0 sentido de uma frase ou mesmo de todo o texto, passando uma mensagenteddar pretendida
pelo autor. Da mesma forma, caso queira-se comprimir um arquivo exebudmudanca de apenas
uma instrucdo poderia ocasionar resultados catastroficos. Nestssutdsa-se um tipo de compresséo
conhecida como compressédo sem perdas. Entretanto, na codificagéo gieal de 4udio, como uma
musica, ou uma imagem é possivel que se obtenha, apos a codificacad@®rsamligeiramente diferente
do original, compressdo com perdas. Um exemplo pode ser apreseat&dgura 1.1. Obviamente a
verdo original é bem mais agradavel, contudo, na versédo, comprimida taxanbem baixa para que se
percebam diferencas entre a versédo original, é possivel ver e,iweclusconhecer todos os elementos

pertencentes a imagem.

Embora néo seja a Unica forma, o paradigma mais comum para compressgeicas envolve
transformadas. O sinal original é transformado com veremos no Capitellos2coeficientes gerados
sdo armazenados com menor precisdo do que a precisdo com querados gerigem das perdas).
Esse tipo de técnica permite que se explore caracteristicas de como sligarais sao percebidos
por seres humanos. Por exemplo, no caso de sinais de audio, poder atnrfenédmeno conhecido
como mascaramento em freqiiéncia, que ocorre quando um som qudmenteapoderia ser ouvido é
mascarado por outro, de maior intensidade, que encontra-se em um@nitegproxima. Desta forma,
pode ndo ser necessario armazenar dois coeficientes que reprefieqiizéncias muito proximas caso
uma tenha maior intensidade. Uma técnica de compressao que exploranésserfe do sistema auditivo
humano é o MP3MIPEG-1 Audio Layer §3]. O sistema visual humano possui percepcdes diferentes
para as diferentes freqléncias espaciais, permitindo que isso sejeadrpi®las diversas técnicas de

compressao de imagens.

1.3 OBJETIVOS

O presente trabalho consiste em uma comparacdo do desempenhos des diguftias de trans-

formadas utilizadas em padrdoes de compressédo de imagensWawatetse DCT com transformadas



(b)

Figura 1.1: Imagem Barbara: (a) imagem original (b) versao ap0s essfw a uma taxa média de 0,2bpp,

utilizando o padrao JPEG2000.



sobrepostas [4] [5]. Este tipo de comparacdo tem sido feito desde o imcaesknvolvimento das
transformadas sobrepostas em diversos codificadores como o 8PEE BPIHT [8] [9], entre outros.

Foi ainda uma comparacao feita entre as transformadas citadas e o estppredic&o intra quadros,
aliado a DCT inteira, utilizado no codificador padrao H.264/AVC. Ndo ha muitarivacéo disponivel na

literatura sobre esta ultima comparacao.

1.4 APRESENTACAO DO MANUSCRITO

O presente trabalho esta dividido em seis capitulos sendo o primeiro estiai@dioo No Capitulo 2, é
apresentada, de forma introdutéria, transformagées que podem sadasliem compressado de imagens.
Em seguida, no Capitulo 3, os codificadores padréo utilizados no trabalR&G2000 e 0 H.264/AVC, sao
exibidos. O Capitulo 4 trata das modificacdes realizadas nos codificadREE&2000 e o H.264/AVC para
permitir a utilizagdo de transformadas sobrepostas e transformadaset Os resultados experimentais

sdo analisados no Capitulo 5. Finalmente, no Capitulo 6, sdo apresestadaslasoes.






2 TRANSFORMACOES EM IMAGENS

Transformagdes séo utilizadas em processamento de sinais para osveesesdfins. Estimacdo de
espectro, deteccao de bordas e remocao de ruidos sdo apenaedguples. Em compresséo de sinais
estamos interessados na capacidade provida pela transformadaatestiasonar as amostras, levando a

um novo espacgo e concentrando a energia do sinal.

2.1 TRANSFORMADAS EM IMAGENS

As transformadas que veremos podem ser abordadas como uma tregstollinear, tipo particular de
funcéo entre dois espacos vetoriais. O nucleo da transformacao asssses desse novo espaco vetorial
e os valores dos coeficientes transformados sao as projecOeshasssadJma forma bem geral de definir

transformacdes em imagens é apresentada em:

N1 Np

F(mi,ma) =Y Y F(ni,ng)A(n1, ng;my,ma), (2.1)

ni=1no=1

ondeF' é uma imagem de dimens&d x N e A(ni,n2;m1, my) representa o ndcleo da transformacéo

direta.

E interessante notar gue, na definicdo apresentada, as dimensoesirdadesatoeficientes transfor-
mados pode ser diferente da imagem. Além disso, ndo existe garantia desjaaima transformacao
inversa. Para aplicacdo em compressao de imagens, é importante guaressamacao seja inversivel.

Vamos supor que exista transformacao inversa e vamos defini-la como:

1
F(ni,ng) =Y Z F(mi,ma)B(n1, na;mi, ms), (2.2)
mi1=1meo=1
ondeB(n1,ny; my, mo) € 0 nlcleo da transformagéo inversa.
Existe um tipo particular de transformada de duas dimensdes bem int¢éeessartransformadas

separaveis. Nestas, o nucleo da transformacéao direta e inversaestétad, respectivamente em:

A(n1,n2;my,me) = Ac(ni, m1)Ar(n2, ma) (2.3)



B(nl,ng;ml,mg) = B0<n1,m1)BR(n2,TrL2). (24)

Isso permite que as linhas e colunas sejam processadas separadamengineis unidimensionais.

Dessa forma, pode-se dividir a transformag&o em duas operacoes:

N1
P(mi,ng) = Y F(n1,n2)Ac(ny,my) (2.5)

ni=1

N2
F(mi,mg) = Y P(mi,ny) Ap(ng, ma). (2.6)

no=1

As equacdes 2.5 e 2.6 sao facilmente reescritas na forma matricial e unidas em:

F = AcFAL (2.7)

e ainversa

F = BcFBE. (2.8)

2.2 TRANSFORMADA DISCRETA DE FOURIER

Como primeiro exemplo de transformada, sera apresentada a transfalisadta de Fourier ou DFT
(do inglés,Discret Fourier Transforp Contudo, primeiramente, deve-se lembrar da versao continua. A
transformada de Fourier de um sinal € o produto interno do mesmo em ugé foscilatoria exponencial

complexag’“t, ondej = /—1. Como o produto interno entre duas funcdes pode ser definido como:

o) = [ T r) e (2.9)

A transformada de Fourier é

F(w) = / h f(t)e“tat, (2.10)

e a transformada inversa é dada por



ft) = % /OO F (w) et dw, (2.11)

Em processamento digital de sinais, utiliza-se a versao discreta dessartreatia como

N—-1
Xp= > wpe” WEn (2.12)
n=>0

onde N é o niumero de amostras do sinal; é o k-ésimo coeficiente transformadozg é an-ésima

amostra do sinal. A transformada inversa é definida por:

-1
1 s’
- 13 e 219

Apesar de ser uma transformada separavel, pode se processakeliriasas independentemente, €

costumeiro definir ainda a transformada discreta de Fourier bidimensmmal ¢

27 27
Z Z Ly me NPl hm (2.14)
n=0 m=0
1 N—-1M-1
27 27

— X, pet NPt arkm 2.15
n,m — NM D,k ( )

p=0 k=0

2.3 TRANSFORMADAS DE BLOCO

Daqui em diante todas as transformadas consideradas serdo e&paragenas a versdo unidimen-
sional sera apresentada. Para extensdo para duas dimensdesas edlnhas deverdo ser processadas

independentemente conforme as equacdes 2.7 e 2.8.

As transformadas de bloco tém imensa importancia tanto no processamenitaigecemo na
codificagdo de sinais digitais. A transformada discreta de co-senos,[DB];Tque talvez seja a mais
difundida, é utilizada em diversos padrdes de compressao de imageeoetaid como JPEG [6], MPEG2

[11], H.263 [12], entre outros. Como sera visto a seguir, 0 H.264/AVJAi{iliza uma transformacao

baseada na DCT.

Nesse tipo de transformada, o singh) € agrupado em blocos antes do processamenta-43imo

bloco pode ser encontrado de acordo com:



Xm = [ x(mM) xz(mM —1) ... z(mM—M+1) ]T- (2.16)

Cada um desses blocos é transformado independentemente, naoohaebneposicdo. O bloco

transformado resultante tem a mesma dimensédo do bloco original. Obseasnelgras das operaces
matriciais, deve-se notar que a matriz A, nucleo da transformacao diretaselequadrada para que isso
aconteca. Caso definamos o tamanho do bloco como gendanatrizA devera uma matriz de dimensdes

M x M. A transformada direta é dada por:

Ym = AXm, (2.17)

A transformada inversa é

Xm = Bym = A" lym, (2.18)

Considerando o caso especifico de transformacdes reais e unitar@sonarmais (no caso de
transformadas de bloco, os dois termos podem ser utilizados com sinomémos queA—! = AT,

Uma forma de verificar a ortogonalidade de uma transformada de bloctiéarese

(ai,a;) = O e 1A (2.19)

1, se 1==7
ondeay, é ak-ésima linha da matriA.

Uma caracteristica muito interessante nas transformacdes unitarias éreguds€ea energia do sinal

transformado. considerando que o sinaleja estacionario, temos que:

Mo2 =" a}, (2.20)

ondeo? é a variancia do sinal x&? a variancia da subbandgam).

2.3.1 Fatorizacao de Transformadas Discretas

As transformadas de bloco sdo representadas por matrizes quaginadasdem ser fatorizadas. No
caso de matrizes ortogonais, isso pode ser feito em produtos de ropteydes de Givens. Sendo assim,

qualquer matriz ortogonal A pode ser escrita como:

10



VS e
sin( 8,
WAVAV: G
-sin(e,)
0 0 0 6, )

cos(

(@) (b)

Q
N

>
D
&
Ly
>
@
S

Yy

Q
I

y

(c)

Figura 2.1: Fatoracdo de uma mattiz 4. (a) Fatoracdo de uma matriz ortogonal de dimenis&o4

por rotacdes de Givens. (b) Detalhe da rotacdo de um plano. (caEatocompleta de uma matriz de

dimensaotl x 4.

Figura 2.2: Bases da DCT unidimensional.
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Figura 2.3: Bases da DCT bidimensional.

A= H ‘H O(i, 7, 0n), (2.21)

ondeO(i, j, 6,,) representa a uma rotagéo de em torno do eixo normal a i-ésimo e j-ésimo Essss.

matriz é idéntica a identidade exceto por quatro posi¢des que séo:

O =cos () ©j; =cos(0) O;; =sen(d) ©Oj = —sen(0) (2.22)

Um exemplo muito ilustrativo € apresentado a seguir, fatorizacdo de uméotraada ortogonal de

dimensaaql/ = 2.

cos (0 sen (0
AL | s ® sen(®) (2.23)
cos (0) —sen (0)
Como veremos a seguir uma transformada discreta de cossenos de dithensa@
Aol b (2.24)
- V2 1 -1 .

Isso equivale a uma rotacdo 4. Todas as transformada de bloco ortogonais séo rotagdes de eixos.

12



Contudo, isso somente se aplica para fatoracdo de matrizes ortogonaim Ezaso mais geral, pode-
se utilizar a decomposicédo do valor singular, SVD (do ingisgular Value DecompositipnNeste tipo
de decomposicao, a matriz é separada em trés matfiz=¥, matrizes ortogonais, &, matriz diagonal

contendo valores singulares da mathiz

A = UAV (2.25)

Variando os angulos d& e V em uma Rotacao de Givens e os valores singulares contidos na hatriz

temos uma fatorizacdo completa de A como em:

M—-2 M-—2 M—-2 M-—2
A= II eG.a.6a) | A{ IT II ©Ci.d.60) (2.26)
=0 j=i+1 =0 j=i+1

Na Figura 2.1 é possivel ver um exemplo de fatoracdo completa de uma matriz4le

2.3.2 Transformada Discreta de Cossenos

A transformada discreta de cossenos, a partir daqui referida sonedatggla DCT (do inglédiscret

cosine transformé uma transformada unitaria e separavel, definada por:

y (k)= w(k:)z:n(n) cos{ﬂ@n _21])\[(16_ 1))} , (2.27)
i=1

onde

L se k==

wk)={ VN (2.28)

V2, se k==2,.,N

Assim, o nlcleo da transformada pode ser definida como:

aij = w(j)cos {W (2 _21])\7@ — 1))} (2.29)

Com intuito ilustrativo, cada uma das fungdes de base da DCT é apreseatidmra 2.2. Na Figura

2.3 séo ilustrados as bases para a DCT bidimensional.

13



2.3.3 Transformada Hadamard

A transformada Hadamard também é uma transformada unitaria como a DG@ddG,aontrariamente
a esta ultima, somente esté definida para dimensfes que sejam potéhaa deja, M = 2™. Ela pode

ser definida recursivamente por:

my - 1| My (2.30)
M= —= '
V2| By —Hu
2 2
Para completar a definicdo, temos diie= 1. Assim, paral/ = 2 temos:
H. ! b (2.31)
2= = '
\@ 1 -1
Neste caso, a transformada coincide com a DCT de dimendgaral/ = 4:
1 1 1 1
111 -1 1 =1
Hy == (2.32)
211 1 1 1
1 -1 -1 1

2.4 TRANSFORMADAS SOBREPOSTAS

Como foi visto anteriormente, as transformadas de bloco apresentamipssgiem nenhum tipo de
sobreposicao. Desta forma, cada bloco é independente. Assim, qomicdeficientes sdo quantizados
para a codificacdo, seja de um sinal ou uma imagem, podem aparecantohesdades entre um bloco
e outro. Este efeito é conhecido como efeito de blocos. Uma das principaisagdets para o uso de
transformadas sobrepostas é amenizar esse efeito ja que os coefitéetriassformada ndo dependem

somente do bloco sendo codificado, mas também dos vizinhos.

De forma geral, uma transformada sobreposta tem suas bases, ouddttas)yanhd, maior quel,
estendendo-se além das fronteiras do bloco. De forma mais especffezagmconcentrar nossas atengfes

Nnos casos em que

L=NM, (2.33)
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Figura 2.4: Sinal dividido em blocos e a vizinhancga utilizada na transf@mago exemplo em questao,

o fator de sobreposicay = 3

ondeN, fator de sobreposig&o, € um numero inteiro. Inicialmente, vamos coasgier o sinal é infinito,
ou pelo menos, que a por¢ao sendo processada é suficientementedémg®e fim do sinal, garantindo

que haja sempre blocos vizinhos.

A matriz de transformacaB pode ser separada esmatrizes quadradas:

P = [PoP;---Pyn_q], (2.34)

2.4.1 Transformadas sobrepostas ortogonais

A ortogonalidade, como vista para transformadas de bloco, ndo é maisvabj&é@ue a matriZ?
nao é nem sequer quadrada. O critério para determinar a ortogonadidadestituido pelo critério de

reconstrucao perfeita:

N—-1-1 N—-1-1
> PiPL, = Y PLPi =4, (2.35)
1=0 1=0

onded () é a funcéo delta de Kronecker definida por

1, se =0
() = (2.36)
0, se [#0.
Uma forma de realizar a transformacao é dividir as amostras do sinal ewsldomo feito nas
transformadas de bloco. Contudo, diferentemente destas, essesdaeemster, amostras e ndo somente
M. O préximo bloco, deslocado eM, contém amostras pertencentes ao bloco anterigr-€3imo bloco,

denominador,,, € definido na equagédo 2.37. Na préatica é uma verséo do kjpestendido eniL — M)

em cada lado, ilustrado na Figura 2.4.
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(f)

Figura 2.5: (a) Sinal original; (b) Sinal reconstruido a partir do primelioady (c) Sinal reconstruido a

partir do segundo bloco; (d) Sinal reconstruido a partir do terceir@b(eg Sinal reconstruido a partir dos

trés blocos (f) Erro absoluto na reconstrucao.
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Figura 2.6: Bases da LOT unidimensional.

Vi = | @ (mM — (N —1)

vl

) - x(mM+(N—1)%—1)} (2.37)

A transformacao de,,, é realizada conforme:

e a transformada inversa, no caso real, por:
Vm =Ply,.. (2.39)

O resultado da transformacéo inversa é denotad® popois é diferente do vetor,,. Para recuperar
o sinal original é necessario acumular as contribuicbes de todos osshileotro de uma vizinhanga
vizinhanca como é ilustrado na figura 2.5. Até agora, foram consideragenas sinais infinitos ou
suficientemente longe das fronteiras do sinal. Sem tratamento especiaosvel reconstruir os blocos
da fronteira, motivo pelo qual as amostras no inicio e final do sinal recds no exemplo séo diferentes

do sinal original.

As bases utilizadas no exemplo, sdo mostradas na Figura 2.6.

2.4.2 Transformadas sobrepostas ndo ortogonais

Como no caso ortogonal, o sinal é transformado a partir da proje¢cd@ses tontidas na mat2.
Contudo, para a reconstrucéo, diferentemente do caso ortogonalegséso a definicdo de uma nova

matriz, de mesmas dimensaks x L:
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Q=[QoQ1---Qn-1]. (2.40)

A transformacéo inversa é dada por:

Vi =Q ym (2.41)

E para garantir que haja reconstrucao, é necessario que:

N—-1-1 N—-1-1
> QP = Y QL P =)y, (2.42)
=0 =0

Diferentemente do caso ortogonal, ha necessidade que ambas cosdjadestendidas.

2.4.3 Transformada ortogonal sobreposta

Uma forma de fatorizacao de transformadas sobrepostas ortogonaistarpor Malvar [5] €

IM 0 De - Do JM 2 (De - Do)
Pror = / , (2.43)
0 VR De - Do _JM/2 (De - Do)

ondel), é a matriz identidade de dimenséibx M, D, eD, sdo matrizes de dimensad/2 x M contendo
as linhas pares e impares do nlcleo da DZT¢ uma matriz ortogonal de dimens&ty2 x M /2 e J /o

€ uma matriz quadrada esparsa contendo apenas uns na diagondégacun

0 0 01
0 0 10
Jvup=1: ... . Sl (2.44)
0 1 0 0
1 0 ... 0 0]
eV, é fatorizada de acordo com:
M_9
vV, =[] 06 i+1,6). (2.45)
=0

Essa fatorizacdo ndo € completa como a apresentada na Equacao thAidoCessa transformada
produz resultados muito interessantes. Essa foi a primeira transforgta@pasta Gtil e ficou conhecida

como transformada ortogonal sobreposta ou LCApped orthogonal transforjn
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A LOT somente produz transformadasie<2 M . Uma forma mais geral de definicdo de transformada
ortogonal sobreposta é transformada ortogonal sobreposta ligasaaou GenLotGeneralized Lapped

Orthogonal Transform Esta ultima produz bancos de filtros &le x N M.

2.4.4 Transformada Biortogonal Sobreposta

Embora a ortognalidade seja uma caracteristica muito interessante, ela tambémitigar Em
algumas situacdes uma transformada biortogonal pode ter um desemppehiorsa uma transformada
ortogonal semelhante. No caso da LOT, ha ainda o problema de que a grivas& ndo decai a zero,
por isso, apesar de diminuido, o efeito de blocos continua existindo. &sotwar esse problema, de
forma semelhante a LOT, define-se a transformada biortogonal sebaepolLBT (apped Biorthogonal

Transfornm)[5], cuja fatorizag&o € apresentada na seguinte equacao:

Iy O D. - YD, Jy(D.—YD,)
Prpr = / ) (2.46)
0 Vi || D.—YD, —Jy;(D,—YD,)

ondeY é uma matriz diagonal dada pift = diag {v/2,1,1...,1}.

E interessante notar que apenas a saida da primeira subbanda da DCT kcauatig2. Isso
torna a transformada transformada biortogonal mas facilmente invei@ygl; seria fatorada de forma
semelhante &5 com a diferenca qué& seria trocado pofl;yy = diag{l/ﬂ, 1,1..., 1}. @)
resultado da insercéo desse fator € a diminuicdo nas coeficientes ladepaisieira base, causando uma

reducéo adicional do efeito de blocos.

2.5 WAVELETS

Uma das desvantagens da DFT, vista anteriormente, € que, embora elapenha resolucdo em
freqliéncia, ndo possui nenhuma resolucdo no tempo. Assim, embarsheea o conteldo de freqiiéncia
do sinal, € impossivel determinar o intervalo de tempo em que determinado camtgale frequéncia
ocorreu. Esse tipo de conhecimento pode ser essencial para algunsigipgnalise de sinal. As

transformadawsvaveletgpodem ser uma alternativa nestes casos.

Antes de uma introducéo sobre transformadaseletsdiscretas, de maior interesse neste trabalho,
sera dada uma breve olhada na versao continua. Para a definicdo devetef escolhe-se uma funcao

1 (t) denominada wavelet-mé&e. Desta funcéo, gera-se uma familia de funcéesidtilezscalonamentos e
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©)

Figura 2.7: FuncBewavelet (a) Funcdo wavelet-méae. (b) Fungaaveletdilatada ¢ > 1) e deslocada a

direita ¢ > 0). (c) Func@owvaveletdilatada ¢ < 1) e deslocada a esquerda € 0)

deslocamentos como em:

o (1) = v (“27). (2.47)

ondea é o fator de escalonamento, deve ser diferente de zero, e b é deslazariara valores de
maiores que a unidade, obteremos uma verséao dilatada da mesma forma peed@lanenores que a
unidade fornecerédo uma versao comprimida. A faontrola o deslocamento da fung&iavelet Valores
positivos deb deslocam a fungéo para esquerda e valores negativos para a diaiteigura 2.7, sdo

ilustradas algumas versées de deslocamento e escalonamento.

Algumas critérios devem ser atendidos para que uma funcdo possadarcosnovavelet Primeira-
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mente, o0 seu valor médio deve ser nulo, ou seja:

/ h b(t)dt=0 (2.48)

Além disso, deve existir o par de transformada de Fourigt) — ¥ (w) e

/OO 2] gy < (2.49)

oo W]

Garantidas essas condices, a transformadeaeleté definida como o produto interno entre a funcao

sendo analisada, ;(t)

Wb = [ 10 a0 (2.50)

transformada inversa é dada por:

f(t):é Z/Z a1|2W(a,b){\/1‘F|w <t;b>}dadb (2.51)

onde

NI
C_/_oo ’ d (2.52)

|w
Caso a wavelet seja ortogonal e reak 1) sdo iguais.

Basicamente, essa transformada mapeia um sinal unidimensional em uesanégcao bidimensional
(tempo x escala) extremamente redundante. Para evitar isso pode-se discretizar oepasa e b. A

forma mais popular de discretizacao é

a=agy' (2.53)

b = nboag’', (2.54)

onden e m sdo numeros inteiros. Dessa forma a Equacado 2.47 pode ser reesuonta co

(2.55)

¢m,n (t) = aam/2¢ (t — nb0a6n>

m
Qg
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Uma escolha interessante pode sgr= 2 eby = 1. A discretizacdo com essa escolha de parametros

é conhecida como diadica. Na Equagéo 2.56.

Y (£) = 277729 (t;ZZm> (2.56)

O resultado da transformada da Equagéo 2.50, reescrita na Equa¢aded@ de ser uma fungéo
bidimensional continua. A funcéé agora é mapeada em um conjunto de pontos em um reticulado

bidimensional. Essa nova transformada é conhecida como séxiavedet

e (f) = /_ () (8) dt (2.57)

A transformada inversa é:

Y D cman () dma®) (2.58)

m=—0o0 N=—00

Contudo, a fun¢ag ainda é continua. Para aplicacdes de processamento digital de sinaisessarie
gue a variavel independente dessa funtdambém seja discretizada. Essa nova transformada € conhecida
como transformada discreta dawveletou DWT (do inglésDiscrete wavelet transformA forma diadica

da DWT é apresentada na Equacao 2.59.

DFTp, (f) =2 m/ZZf ( _”2m> (2.59)

O mais interessante da DWT é que ela pode ser implementada por meio de um aldefittregens de
forma piramidal como na Figura 2.8. Verificando a Equacao 2.58, é pbestae que seriam necessarios
infinitos niveis de decomposicamavelet Contudo, em situacfes praticas, sdo utilizados apenas uma
guantidade finita de niveis. O erro ocasionado com esse truncamentsgraaenpensado com a adogao

de uma nova funcae (t), conhecida como funcéo de escala

S—1 00
= Z XS,n27§1;Z) (2757f - n) + Z Z Cm,n (f) wmm (t) : (2.60)

m=—0o0 nN=—0o0

Dessa forma os filtros de analise e sintese seriam

/ V26 (£) ¢ (2t + n) dt (2.61)
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Figura 2.8: Implemenstacao da transformada discreteagteletpor meio de filtragens. (a) banco de filtros

de andlise (b) banco de filtro de sintese.

_ /OO 3 (1) V26 (2t — n) dt, (2.62)
/ V2 (t) ¢ (2t + n) dt, (2.63)
- / T U V36 (2t — ) dt. (2.64)
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3 CODIFICADORES PADRAO

3.1 PADRAO JPEG2000

O JPEG2000[2][13][14] é considerado por muitos o padrdo estadartdaem compressdo de
imagens. Embora, como serd apresentado na préxima sec¢do, o pad&dAYACE1][15][16] de
compressdo de videos possa ter desempenho superior na compeegs@gehs estaticas, ele néo foi
originalmente proposto para compressado de imagens estaticas e naodEIS0IS recursos atrativos
presentes no JPEG2000[17]. Este padréo € resultado do esforgmtoodo ISO/IEC Ipternational
Standards Organization/ International Electrotechnical CommigsienTU (do inglésinternational
Telecommunication Unigrou Unido Internacional de Telecomunicacfes. O préprio nome JB&G (

Photographic Experts Team Grou@ uma referencia a unido dessas organizacoes.

Em marco de 1997, uma chamada de contribui¢cdes técnicas foi feita cont@nas caracteristicas
desejaveis, algumas das quais sao apresentadas a seguir. As cd@asifoigm avaliadas em uma reuniédo

em Sidney em novembro do mesmo ano.

Alto desempenho em baixas taxa. Obviamente desejava-se um desempeatior @0s codifi-
cadores de imagem predecessores em todas as faixas de taxa. Costyalohos em baixas taxas

deveriam ser significativamente maiores.
e Compresséao de imagens com amostras de 1kitd6
e Transmissdo progressiva, tanto em qualidade como em resolucéo.
e Compresséo com e sem perdas.
e Acesso espacial aleatério sem a necessidade de descompressaoiatatzmim.
e Robustez a erros.
e Processamento sequencial. N&ao havendo necessidade de armaterdaniemagem inteira em

buffer.

O resultado foi um padrdo que ndo somente atendia todos 0s requisitoss in@i@ apresentava

caracteristicas inovadoras, algumas das quais sao apresentad#s a seg
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Imagem

l

Deslocamento ‘ Transformacoes Transformacoes
do nivel DC _de cores de cores

}

‘ COdIfI’Ca_C80 Regiao de Quantizacio J

Entrépica Interesse

Bitstream

Figura 3.1: Diagrama simplificado do JPEG2000.

Tamanho do arquivo pode ser definido antes do inicio da codificacéo.

Regido de interesse.

Inclusdo de metadados, essa caracteristica foi inserida na parte @éo.pa

Suporte a imagens grandes. O padrdo prevé suporte a imageng2i8 atd) x (232 — 1) pixels

A Figura 3.1 apresenta um diagrama simplificado do JPEG2000. Cada umimathdos sera

apresentado a seguir.

3.1.1 Deslocamento do nivel DC

Costumeiramente, as imagens sdo armazenadas utilizando nimeros inteinegatdms. Contudo,
por questbes de precisdo numérica na transformacao, € interessaateagquostras estejam em uma faixa
dindmica centrada em zero. Esse é o objetivo do Deslocamento do nivell®@ode, opcionalmente, ser

realizado em todos os elementos da imagem de acordo com:

Ii(z,y) = Li(w,y) =2V, (3.1)
ondeN é o numero de bits por amostra.

Por exemplo, para imagens de 256 niveis, 8 bits, a Equacéo 3.1 se reduz a:

I(z,y) = Li(z,y) — 128 (3.2)
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3.1.2 Transformacgé&o de Cores

Embora o padrdo codifique cada componente de uma imagem multiespectpanideletemente, a
parte 1 do padréo admite dois tipos de transformac8es de cor, uma relversivtra irreversivel. A
aplicacdo dessas transformacdes pode reduzir redundancia eotnapsnentes espectrais aumentando,

assim, a eficiéncia de codificacao.

As transformacg@es, opcionalmente, podem ser aplicadas nos trés psicminponentes da imagem,
que serao considerados como vermelho (R), verde (G) e azul (8f Esverdo ter a mesma dimensao e
mesmo numero de bits de resolu¢@o. A primeira transformacao, apreseataBguacdes 3.3 a 3.5, na
forma direta, e nas Equacgbes 3.6 a 3.8, para a transformacao inveesarsivel e utilizada quando se
deseja codificacdo de imagens sem perda. A outra transformacaersfveV, € utilizada na codificacéo
de imagens com perda, apresentada nas equacdes 3.9, no casefdentesrdio direta, e 3.10, no caso da

transformacao inversa.

ey ] = VR [n] + zggi [n] + 25 [n] J 53
zpy [n] = zp [n] — 26 [n] (3.4)
zpr [n] = xR [n] — z¢ [n] (3.5)
v ] = oy o] - | 220 or el (3.6)
zp [n] = zpy [n] + 2¢ [n] 3.7)
zr [n] = zp; [n] + 2¢ [n] (3.8)
zy [n] 0.299 0.587 0.114 zr [n]
zep[n] | = | —0.168736 —0.331264 0.5 z¢ [n] (3.9)
zcy [n] 0.5 —0.418688  —0.081312 2 [n]
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xR [n] 1 0 1.402 xy [n]
zg[n] | =] 1 —0.344136 —0.714136 zeop [n] (3.10)
zp [n] 1 1.772 0 zcor 1]

O operadol | arredonda o seu argumento para o inteiro mais proximo na diregéo de zero.

3.1.3 Transformada Wavelet

O JPEG2000 utiliza transformadi@avelet) discreta como apresentada na Se¢éo 2.5. Contudo, ha duas
opcoes disponiveis. E possivel utilizar um banco conhecido como Dieb&l7, que deve ser utilizado
guando se pretende realizar compressdes com perda. Os numeraie8ignam o tamanhos dos filtros

passa-altas e passa-baixas da analise, apresentados a seguir.

ho(z) = 0.602949018236 + 0.266864118443 (=" + 271)
—0.078223266529 (2% + 2~ 2)
—0.016864118443 (z* + 2 7%)

+0.026748757411 (2* + 27%) (3.11)

hi(z) = 1.11508705 — 0.591271763114 (2" + 2~ *)
—0.057543526229 (2% + 2~2)

0.091271763114 (2* + 27?) (3.12)

Como alternativa a essa transformada, para compressao sem pedaaseitilizar uma transformacao
inteira baseada no banspline5/3 que serd omitido aqui ja que nao foi utilizado nas comparacdes feitas

neste trabalho.

3.1.4 Quantizacéo

Ap0s o célculo da transformada wavelet é aplicado uma quantizacaorekctlxa mortadeadzong
Nesse tipo de quantizacdo, a faixa central tem o dobro da largura tlas faixas, como é ilustrado na

Figura 3.2.
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(b) Quantizador equivalemte um bit faltando ser

Figura 3.2: (a) Quantizador de faixa morta.

decodificado. (c) Quantizador equivalente com dois bits faltando seeewndificados. (d) Exemplo de

=10ed =0,4.

ao para

reconstrucg
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A Equacédo 3.13 define a operacéao.

a1 = sign () | 2221 3.13)

onde y; [j] € um coeficiente da subbandae A, é o passo de quantizacdo que pode ser escolhido
diferentemente para cada subbanda. A operagéarredonda o valor de retornando o inteiro mais

préximo de zero.

A magnitude e sinal sdo separados de acordo com as equacfes 3.5} po&lsdo codificados

separadamente como sera visto a seguir.

sp (7] = sign (yb [5]) » (3.14)
my [j] = wa[‘Z”J (3.15)

O processo de dequantizacéo é definido como:

o 4] = . se melj] =0 (3.16)
sp 7] (my [§] +6) Ap, se my [§] #0
onde § define o ponto em que ocorrera a reconstrucao dentro de uma faixeddgbielo passo de
quantizacado/;,. Caso o sinal sendo quantizado tenha distribuicdo uniforme, o errocagtizpacdo seria
minimizado quando a reconstrucao fosse feita no centro da faixa,0,5. Como veremos a seguir,

coeficientes de transformadas, em geral, tém distribuicdo centrada@meredo melhor a escolha de um

ponto de reconstrucdo menor.

O JPEG2000, como foi mencionado anteriormente, tem como caracterisioamigsao progressiva.
Isso pode ser feito com aumento de resolugdo ou qualidade. No Ultimameastgdos os bits provenientes
da codificacao sdo enviados em uma Unica vez. Além disso, é posstvglaga se atingir um tamanho
desejado de arquivo, apenas parte dos bits sejam armazenadga, bajaaim truncamento rimtstream
Esse fendbmeno ocorre pelo fato da codificacdo ser baseada em gabits. Nesse tipo de codificagédo
os bits mais significativos, pertencentes aos planos de bits mais altos, fa&@adod primeiro, seguidos
do sinal. Somente ap0s a codificacdo completa de um plano de bits, novas bitsrdesmo coeficiente
serdo codificados. Essa segunda passagem é conhecida congepadeaefinamento. Esse processo é

ilustrado na figura na Figura 3.3.
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s sinal
2 . . . e .
m~ bit mais significativo

1 1
m m

O0——>0——1 m’ bit menos significativo
+2 -4 +1 =7 g coeficiente

Figura 3.3: Codificacdo por plano de bits. As setas indicam a ordem heaglzeelemento dos coeficientes

(bits e sinal) é codificado.

Ou seja, é possivel que o decodificador ndo possua a mesma vergifidiertte quantizado que o

codificador, ndo possua todos os planos de bits. Dessa forma, dr@ritea reconstrucao sera dada por:

0, se mi[j]=0

sili] (| 2] +0) Ar, se il #£0 G147

vilj] =

ondem; e s; sdo as versdes disponiveis ao decodificadomgee s, p;[j] € 0 numero de bits menos
significativos ndo decodificadog¥ € o passo de quantizacao efetivo dado o nimero de bits decodificados,

definido pela Equacéo 3.18

Ay = 2Pl A, (3.18)

3.1.5 Caodificagdo Entropica

A codificagéo entrépica do JPEG2000, que fica a cargo de um codifiaeitmético binario conhecido
comoMQ-coder é realizada em trés passagens: codificacao de significancia, rafioaheemnagnitude e
cleanup. A inclusdo de cada amostra em um desses passos dependera dadedesignificancia e de
seus vizinhos. Em todos os casos a codificacdo é feita segundo adadgi€ontexto mostrados na Figura

3.4.

O primeiro passo para qualquer plano de bits é a passagem de signifidéalaiastao incluidos todos
os coeficientes que ainda permanecem insignificantes (o bit mais signifiaatda ndo foi codificado)

e possui pelo menos um vizinho significante. Essa condicéo é feita paapgnas os coeficientes mais
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Figura 3.4: Sequéncia de codificagdo utilizada nos blocos de codifidacBiBEG2000. Os coeficientes
sao separados de quatro em quatro linhas e a sdo codificados de @rhaipare da esquerda para direita.

A janela de contexto disponivel para a codificagéo pode conter até oitbeszin

provaveis de se tornarem significantes sejam considerados. Apd@fiaagg@io da significancia, o sinal
€ codificado. Para isso, utiliza-se como contexto o sinal de coeficientaboszque eventualmente ja

tenham sido codificados.

Em seguida, é realizada a passagem de refinamento de magnitude, sdajiatluidas todas as
amostras que passaram a ser significantes em planos de bits anteril@msdoAcontexto disponivel a
gualquer uma das passagens, ha a informagéo que coeficientes dadasbtendem a ter distribuicao
de probabilidade simétrica e concentrada em zero como ilustrado na FiguraA8sim temos que a
probabilidade do préximo bit ser zero, independente do valor ja codifig&d!), € sempre maior que

meio:

1
Prjgr+r (0|g7Fh) > 3 (3.19)

E interessante notar que, como a fungo € simétrica, essa probabilidatipeéide do sinal do coeficiente.

Por dltimo, é realizado a passagemaleanup Nele séo codificados os coeficientes que nao foram
incluidos nas passagens anteriores, ou seja, coeficientes ainda icegedie que ndo possuem nenhum
vizinho que tenha se tornado significante em planos de bits anteriores. db@arf@ma que na passagem

de significancia, caso o coeficiente se torne significante, em seguida é sivdificado.
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Figura 3.5: Funcéo de densidade de probabilidade tipica para os auteBcie uma transformada. No
refinamento da precisdo de um coeficiente, € sempre mais provavel qaBaente esteja mais préximo

de zero (préximdit seja zero).
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3.1.6 Regido de Interesse

A utilizacdo de regido de interesse permite a escolha de uma regido da imagejongdasera alocada
uma maior quantidade de bits, em detrimento do resto da imagem. Com isto, é Ipgssiymrtes
diferentes de uma imagem sejam codificadas com fidelidades diferergssrvando a regido escolhida.

Um exemplo pode ser visto na Figura 3.6.

O processo € bem ilustrado na Figura 3.7. Nele uma méascara binaria dadegi@ieresse € gerada
e os coeficientes no interior sdo deslocados para planos de bits segerido caso do JPEG2000, é
utilizada uma técnica denominada MAXSHIFT. Nesta técnica os coeficierteestbcados de forma que
0 plano de bits menos significativos da regido de interesse pelo menos aaionico plano de bits mais
significativos dos coeficientes do resto da subbanda. Com isso, difitsxdor recebera primeiramente os
coeficientes do interior da regido de interesse. Garantindo a eles uma oalidade na reconstrucdo em
qualquer ponto de truncamento. A técnica utilizada € muito interessante psemdecessario o envio da

mascara binaria que define a regiao de interesse. Apenas o quantmalemteresse foi escalonada.

3.1.7 EBCOT

O JPEG2000 é baseado em um conceito conhecido como codificacdessieg de bloco com
truncamento 6timo ou EBCOT ( do inglésmbedded block coding with optimal truncatfiorNele, os
coeficientes das subbandas sé&o divididos em blocos relativamen&npsgiipicamente di2 x 32 ou 64 x
64 coeficientes, conforme mostrado na Figura 3.8. Cada bloco é codificefmeindentemente gerando um
bitstreamprogressivo, que pode ser ser truncado em qualquer ponto e ajad#esodificadavel (obtendo
distor¢cdes diferentes). Contudo, € interessante que esse pontacsdjigdesde forma que maximize uma

funcao de custo do tipo:

J =D+ AR, (3.20)

ondeD é a distor¢ao daimagem apoés a codifica¢éié a taxa daimagem codificada é um multiplicador

de Lagrange.

Vamos denotar o comprimento em bits do blégmwr ;. Assim podemos estimar o tamanho final do

arquivo codificado como sendo:
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(b)

Figura 3.6: Imagem Lena comprimida a 0,1 bpp. (a)Compresséo utilizandgiée de interesse. A regido

de interesse escolhida foi o rosto. (b) compresséo sem utilizacdoidle degnteresse na mesma taxa.
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(©)

Figura 3.7: (a) Mascara binaria da regido de interesse escolhida naninegas subbandas. (b)
Escalonamento dos coeficientes da subbanda. (c) Escalonamento uiiteanida MAXSHIFT, adotada

pelo JPEG2000.
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Figura 3.8: Blocos de codificacdo espacialmente organizados dentublblenslas provenientes de uma

decomposicao wavelet de trés niveis

R=> L. (3.21)

A distorcao global também pode ser calculada a partir da soma das coliehuigs distorcdes de

cada bloco de codificagédo

D=) D (3.22)

Para computar a distor¢éo devida a um determinado bloco, como a trardfionda é ortogonal, é
necessario levar em conta os filtros utilizados para geragéo da sabbssim a distor¢do do blodgoé

dada por:

Di= G, Y (il - wilil) (3:23)

ondeG,, € a energia, normé,, do filtros de analise da subbanda ao qual o bloco pertence.

3.2 PADRAO H.264/AVC

Assim como JPEG2000, para a definigdo de um novo padréo de cad@ifidagvideo, ITU-T VCEG
(do inglés,Video Coding Experts Groyg o ISO/IEC MPEG (do inglédvioving Picture Experts Groyp

se uniram em uma parceria que ficou conhecida como JVT (do inlyéd, Video Experls A norma
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emitida pela ISO/IEC foi denominada MPEG-4 parte 10 ou MPEG-4/AVC e pé&lall H.264. A partir
desse momento o padrdo sera denominado apenas por H.264/AVC. Atualelergpresenta o estado da
arte em codificadores de video, tendo sido adotado pelo Sistema Brasildietediséo Digital e sistemas
de codificacdo de video em alta definicdo, como por exemplo, HD-DVD {Bgfmition DVD) e Blu-ray,

ambos candidatos a sucessao do DVD.

Esse padrao trouxe uma grande melhoria no desempenho em codifieagdea quando comparado
com seus predecessores. Especificamente com relacdo ao MPEB-264AVC chega a ter um
desempenho duas vezes superior, ou seja, cerca da metade dadaistwec@ma mesma taxa[18][19].
No entanto, essa melhoria veio acompanhada de imenso aumento de complegidadtacional, princi-

palmente com relacéo a estimacdo de movimento, responsavel por até 98%tadooenputacional[20].

Talvez o fato mais surpreendente sobre o H.264/AVC seja a superionigdelana codificacdo de
imagens estéticas. Tendo desempenho superior, inclusive, ao JREGQ2660 pode ser observado nas
curvas de PSNR ( do ingléPeak signal-to-noise ratiou razao pico sinal-ruido), definida na equacéo
3.24, por taxa apresentadas na Figura 3.9. No exemplo apresentageeropgnho do H.264/AVC se

mostra maior em todas as taxas.

MAX
PSNR = 20lo 3.24
o () (3.24)
ondeM AX é o valor maximo que uma amostra pode atingif 8 & esta definido como:
1 2
MSE = 373> (P = Pri; (z,9)) (3.25)
(2

3.2.1 Predicao

Como sera visto adiante, o H.264/AVC utiliza uma transformada de bloco lzaseddCT. Contudo,
para que haja uma diminuicdo da redundancia entre blocos e consequemet@ na eficiéncia de
codificacdo, no padrdo esta prevista a utilizacdo de blocos previametdifieazins e reconstruidos para
a predicdo do bloco sendo codificado. Apenas o residuo de predif@@nca entre valor predito e as
amostras reais, € codificado. A predicdo deve ser feita com a vers@wstelida, obtida a partir de um
decodificador local, para evitar diferencas nas amostras disponivesslficador e ao decodificador. Isto
ocasionaria uma acumulacao nos erros obtidos em cada bloco, fenéoméecido como escorregamento

(drift, em inglés). Da mesma forma que padrbes anteriores, uma das fontesdigE@rsagixels
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Figura 3.9: Comparacéo entre H.264/AVC e JPEG2000 para a imagem meloagde cinza.

pertencentes a blocos de quadros anteriormente codificados e rewwss{predicao entre quadros). O

H.264/AVC utiliza, adicionalmente, blocos vizinhos do mesmo quadro, predigacguadro.

3.2.1.1 Predicao entre quadros

Em uma sequéncia tipica de video, excluindo-se mudangas de cena,uatresgvizinhos ha uma
redundancia muito grande ja que tendem a ser muito semelhantes. Isseapantesses quadros serem
obtidos com uma diferenca de tempo muito pequena. Considerando que ra g@meaneca fixa, as
diferencas serdo devidas a pequenas movimentagcdes de objetos, do @éumanece constante. Um
exemplo disso pode ser visto na Figura 3.10, onde vemos que as difeesrigaos dois quadros ocorrem

devido a uma pequena movimentacéo da cabeca da mae.

No caso apresentado pode-se utilizar um quadro previamente codificadmuma excelente fonte
de predicdo para o quadro a ser codificado. Contudo, quando ha mamento, seja por um nimero
maior de objetos que modificam a posicdo, seja por movimentos maiores ou potantovda camera,
as diferengas entre os dois quadros tendem a ser maiores. Para melh@dicdo costuma-se levar em

conta esses movimentos na predicao.

Inicialmente, deve-se estimar 0os movimentos ocorridos entre os dois quadhos isso, o quadro
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Figura 3.10: Sequéncia Mother_daughter. (a) Primeiro quadro(hinSegjuadro (c) Diferenca entre os

guadros multiplicada por um gnaho de 5 acrescida de 128 para permitilaéizagao.
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Figura 3.11: ParticAquadtreeutilizada na estimacdo de movimento.

Figura 3.12: Dire¢des utilizadas nos modos de predicdo para blodos depixels
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Figura 3.13: Modos de predicdo para blocoslde4 pixels
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Figura 3.14: Modos de predicdo para blot6sx< 16
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sendo codificado é dividido em blocos retangulares. Para cada lpommyra-se um bloco que mais
se assemelhe no quadro previamente codificado que estd sendo utilimadaoeferéncia. Embora o
critério a ser utilizado para medir a semelhanca (ou diferenca) ndo sejathar, costuma-se utilizar
como métrica erro médio quadratico, MS#gan squared errgr, definido na Equacgéo 3.25, ou soma das
diferencas absolutas, SABm of absolute differengeslefinida na Equagéo 3.26. O bloco escolhido é o

que minimiza a func&o escolhida.

SAD =3y Py~ Prij (z,y)l, (3.26)
i

ondeP;; € umpixeldo bloco do quadro atuakr;; (z,y) € umpixeldo bloco no quadro de referéncia
(previamente codificado e reconstruido) candidato a predicao (désleca x e y) eN € o numero de
pixelspertencentes ao bloco. Pode-se utilizar fungcbes de custo mais complexasam em conta tanto

taxa quanto distorcao.

A diferenca de posi¢céo entre os blocos, denominado vetor de movimemtdifi€ado. Além disso o
codificador possui um decodificador local fazendo com que o quéelreferéncia seja a mesma versao
gque estara disponivel ao decodificador. Esses dois fatos permitemapeodificador possa realizar a
mesma predi¢cdo obtendo o mesmo quadro predito que o codificador. Dawsasbmente a diferenca

entre a predicao e o bloco atual necessita ser codificada. Todo essequr € ilustrado na Figura 3.15.

No H.264/AVC é possivel particionar os blocos para obter uma melhor caap@&n de movimento,
técnica conhecida conmuadtreeOs macroblocos, blocos dé x 16 podem ser divididos em blocos de
16 x 8, 8 x 16, 8 x 8 pixels Os blocos d& x 8 podem novamente se divididos em blocostde4, 4 x 8

e4 x 4 pixels A técnicaquadtreeé ilustrada na Figura 3.11.

Em alguns casos, é possivel que seja feita uma melhor predicao podéaser partir de amostras
interpoladas do quadro de referéncia. Desta forma, o H.264/AVC iniéegsoquadros utilizados como
referéncia por um fator de quatro em cada dimenséo, o que permite umacastideamovimento com

precisdo de um quarto gbéxel.

Outra caracteristica do O H.264/AVC é permitir que possam ser usados qiadi®s de referéncia
passados como futuros (a ordem de codificacao é diferente da oedexibibdo para permitir a busca em

quadros futuros).
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Figura 3.15: Estimacao e compensacao de movimento. (a) Quadro previaodifitado utilizado como
referéncia para predicdo. (b) Quadro sendo codificado. (c) E€tomd& movimento indicando de onde
vieram os blocos utilizados para predizer o quadro atual no quadefetémcia, vetores de movimento.

(d) Quadro predito. (c) Residuo de predicéo, diferenca ente peeelig&uadro a ser codificado
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3.2.1.2 Predicéo Intra Quadro

Como mencionado anteriormente, o H.264/AVC utilipels de blocos vizinhos previamente
codificados e reconstruidos para predizer o bloco a ser codificadesimAcomo na estimacao de
movimento, o tamanho do bloco da predic&o intra pode variar para melhasaiea situacdo da imagem.
Os tamanhos possiveis para a luminancia4s&ot, 8 x 8 (somente disponivel no perfil FRExFelity

Range Extensiofig1] e 16 x 16.

Nas Figura 3.13 e 3.12, é possivel ver os modos de predicéo para Btos4 que sdo descritos a
seguir. Os angulos sdo descritos a partir da direcdo do modo 1, prédigZontal, com valores positivos
significando rotag&o no sentido horario.

e Modo 0 - Vertical As amostras A-D sao extrapoladas verticalmegie,

e Modo 1 - Horizontal As amostras I-L s@o extrapoladas horizontalmente.

e Modo 2 - DC Todas as amostras sao preditas a partir da média das amostras A-D e I-L.

e Modo 3 - Diagonal abaixo a esquerdAs amostras sao interpoladas em um andafs

e Modo 4 - Diagonal abaixo a direitaAs amostras sao interpoladas em um anguldéxde

e Modo 5 - Vertical direita As amostras s&o interpoladas em um angul63je°.

e Modo 6 - Horizontal abaixoAs amostras sao interpoladas em um anguldcdé®.

e Modo 7 - Vertical esquerdaAs amostras sao interpoladas em um angulblde6®.

e Modo 8 - Horizontal acimaAs amostras sdo interpoladas em um angule-2e, 6°.

A predi¢cadol6 x 16 possui apenas quatro modos apresentados na Figura 3.14.

Modo 0 - Vertical As amostras de H séo extrapoladas verticalmente.

Modo 1 - Horizontal As amostras de V sdo extrapoladas horizontalmente.

Modo 2 - DC Todas as amostras sao preditas a partir da média das amostras de H e V.

Modo 3 - Planar Um plano é ajustado as amostras de He V.

A predicéo de blocos d& x 8 € muito semelhante a apresentada para blocds-dé.
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3.2.2 Transformagéo

O H.264/AVC, assim como seus predecessores, utiliza transformacésidao de predi¢do antes de
realizar a codificacdo. Contrariamente a outros padrées, sdo implensemtatdormacdes de tamanhos
variaveis que podem ser escolhidas em cada bloco dependendo dagitomitiizada. Uma das grandes
inovacdes do padrdo é a utilizagdo de transformadas inteiras que traz isiat@icomputacional (
apenas somas, subtracdes e deslocamentos sdo necessarios nda@icdlasformada). Isto permite a

implementagcdo em arquiteturas de ponto fixo com aritmética de apenas 16 bits.

Com intuito de ilustrar a transformacao inteira utilizada no H.264/AVC, serésaptada adiante

apenas a versado de4. Reescrevendo a matriz da Equacao 2.29 para o casedeBtém-se:

I 1 1 1 1 i
2 2 2 2
A \/gcos (%) \/gcos (%’r) j/gcos (%r) —\/gcos (%) (3.27)
1 -} -} %
aeos () —/3eos(3) \feos () —/fheos (%) |

Isso pode ser facilmente reescrito como:

A= , (3.28)

o
|
S
(=
|
o

ondea = %, b= \gcos (%) ec= \/gcos (%)

A transformaday” = AX AT pode ser reescrito comé = CXC” ® E. O simbolo® significa que

cada matriz C XC™') é multiplicado pelo elemento na mesma posi¢éo da matriz

1 1 1 1
1 d —d -1

C = (3.29)
1 -1 -1 1
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(3.30)

onded = ¢/b, que é aproximadamente4142. Esse valor é aproximado para 0.5, o que permite que o

nicleo da transformacé, = CXCT , contenha apenas adicdes, somas e deslocamentos. Essa mudanca

faria com que a transformacao deixasse de ser ortogonal. Para edtalisra-se o valor de b papé%.

Assim, e com escalonamento de algumas linhas e colunas para evitar a@erdaigdo, a transformada

completa fica:

(3.31)

O escalonamento pode ser incorporado pela quantizacdo, economizaadaperacdo de multipli-

cacao por coeficiente.

O H.264/AVC ainda possui uma transformada inteira semelhante a apreséetads. Para os modos

de 16 x 16, utiliza-se transformada dex 4 e uma decomposicao adicional é realizada nos coeficientes

DC com uma transformada Hadamard, apresentada na Equagé&o 2.32

3.2.3 Caodificagéo de entropia

A codificacao de entropia do H.264/AVC fica a cargo de dois codificadmigméticos disponiveis no

padrdo. O primeiro é denomina@wmntext-adaptive variable-length coding simplesmente CAVLC. Ele

esta disponivel em todos os perfis e tem complexidade relativamente baixa.

Ha ainda o codificador conhecido como CABACOohtext-adaptive binary arithmetic coding

Comparado ao CAVLC, o CABAC tem complexidade computacional elevaésedta disponivel apenas

nos perfisMain e High e possui desempenho superior. Ambos sdo adaptativos e contextuségapas

tabelas de estatistica se adaptam aos dados sendo codificados e pademinignca para a escolha da

tabela mais adequada.
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4 MODIFICACOES NOS CODIFICADORES PADRAO
H.264/AVC E JPEG2000

O presente capitulo apresenta as modificagdes realizadas nos codifiqaaidrdo JPEG2000 e H.264. No
JPEG2000, foram comparados o desempenho de transformadgsostésgaveletse transformadas de
bloco (DCT). No H.264, além das comparacdes entre as transformestaraancionadas, avaliou-se o

desempenho da predicéo intra quadro.

4.1 ALTERACOES NO JPEG2000 PARA UTILIZACAO DE TRANSFORMADAS DE
BLOCO E TRANSFORMADAS SOBREPOSTAS

Para utilizar o JPEG2000 para a codificacdo de imagens utilizando outrsf@traadas diferentes da

originalmente utilizada, algumas modificacfes tiveram que ser feitas.

Como mencionado anteriormente, no JPEG2000, as subbandas saoadiddidblocos que séo
codificados independentemente. Com o intuito de codificar os coeficigntenentes de transformadas
de bloco ou transformadas sobrepostas, faz-se necessario umamnddorma como os coeficientes sdo
ordenados. A reordenagéo que apresentou melhor desempenisti@ens agrupar cada subbanda obtida
nos diversos blocos de transformacdo. Assim, como no JPEG2000atricsda bloco de codificacdo

contém apenas coeficientes de uma Unica subbanda.

Visando melhorar o desempenho de codificagdo, nas transformadadscdeebsobrepostas, foi
realizada uma decomposigéo adicional no nivel DC. Essa decomposi¢aiefatilizando dois bancos
de filtros diferentes. No primeiro caso, agrupava-se os coeficientedgeDx@dos blocos, mantendo-se
as posicdes relativas conforme mostra a Figura 4.1 formando uma imagemmde diteensdo. Nessa
imagem, aplica-se um nivel de decomposigévelet Para os testes foi utilizado o banco de filtros
padrdo do JPEG2000, Daubechies 9/7. Como alternativa, a deconmp@sigiresentada, agrupou-se
os coeficientes DC de quatro blocos em um novo bloc@ de2 coeficientes. A este aplica-se uma
decomposicdo Hadamard. Todo o processo € ilustrado na Figura 4.2ordemacao final € mesma

apresentada anteriormente.

Deve-se lembrar que o padrdo JPEG2000 tem uma codificacdo pregesegundo o paradigma do
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Figura 4.1: Reordenacgdo para transformadas de bloco. Apenas guatrandas séo ilustradas para
facilitar a visualizacdo. (a) Blocos transformados. (b) Agrupamentaudbamdas. (c) Agrupamento
final das subbandas ap6s a decomposicao do D@geeletgcada nova subbanda é ilustrada por uma cor

). Observe que os blocos de codificagdo possuem apenas coedidenima subbanda.
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EBCOT o truncamento deve ser feito de forma 6tima. Isto € obtido minimizanda;adwte custo (taxa
distorcdo) apresentada na Equacdo 3.20. Como foi apresentadajueades 3.22 e 3.23, a distor¢ao
€ computada como sendo a soma das distorcbes de cada bloco de cadpmagéradas pela energia
do filtro que gerou aquela subbanda. Para tornar o codificador indepe da transformada utilizada,
todos os pesos foram feitos iguais, fazendo com que todas as sabliana a mesma importancia na
computacdo da distorcdo. Esta escolha torna a otimizacao taxa distoredinsalpara transformadas

bi-ortogonais e privilegia o desempenho de transformadas ortonormais.

Os coeficientes originais, gerados a partir da decomposigéielet sdo substituidos pelos coeficientes
reordenados da forma apresentada acima. As demais operacbes camtigagdo e codificacdo sao

realizadas sem maiores alteracdes pelo JPEG2000.

4.2 ALTERACOES NO H.264 PARA UTILIZACAO DE TRANSFORMADAS DE
WAVELETS E TRANSFORMADAS SOBREPOSTAS

O fato do H.264, que utiliza uma transformada de bloco baseada na DCEsemnpgenho superior
ao JPEG2000 impressiona, pois a literatura mostranqueletsaapresentam desempenho para codificacao
superior a transformadas de blocos. Contudo, como foi apreserda&@ecio 3.2.1.2, 0 H.264 utiliza uma
técnica inovadora (predicao intra quadro) para aproveitar redaizd@mtre blocos previamente codificados
e o bloco sendo processado, melhorando a eficiéncia de codificagapririeipio, isto € uma forma de
sobreposicédo de blocos, ja que os coeficientes transformados réfddepapenas dos pixels do bloco
sendo codificado. Com a intengdo de comparar a eficiéncia de codifidagiiedicdo intra quadro aliada
com DCT modificada com transformadas sobrepostaavelets diversas modificagdes tiveram que ser

realizadas .

Inicialmente, para utilizac&o de outras transformada, deveria-se torganico tamanho de bloco para
todos os macroblocos, no caso, o tamanho escolhido f8ixd& pixels. Essa escolha foi feita por estar
condizente com o tamanho de diversos codificadores como, por exet@hd, MPEG-2 e JPEG, e, como

sera visto adiante, se adequar a 4 niveis de decompas#adet

Foi necessario, ainda, desabilitar a predicdo intra qdadBmis principais motivos exigiram essa

modificacdo. Primeiramente, 0 interesse € em uma comparag¢do entre o estp@maalicdo intra

A desabilitacéio foi realizada tornando os blocos vizinhos que podeeiamtilizados para predicéo intra quadro indisponiveis,

como se o bloco fosse sempre o do canto superior esquerdo.
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Figura 4.2: Agrupamento dos coeficientes DC de quatro blocos e traresfao.(a) Coeficientes dos
blocos. (b) Coeficientes de quatro blocos (c) Bloco de tama&nko2 de coeficientes DC. (d) Bloco

apo6s decomposicao Hadamard. (e) Organizacao final.
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Figura 4.3: Comparacdo do suporte de predicdo intra quadro e traasfas sobrepostas. (a)

Transformada sobreposta com fator de sobreposicao 2. (b) Ryédfigiquadro

quadro utilizado no H.264 com outras formas de sobreposicdo. Somentédluiitrativo o suporte
das transformadas sobrepostaayeletse predicéo intra quadro € mostrado na Figura 4.3. O outro motivo
€ que a predicdo intra quadro é uma técnica recursiva e, por isso, iateehom outras formas de
sobreposicao utilizadas nesse trabalho, pois, para evitar o fendmesoateegamentalfift, em inglés),

a predicéo é realizada com a versao reconstruida dos blocos pretgarodificados. Nas transformadas
sobrepostas, por exemplo, é possivel obter a reconstrucédo de wrahtes que todos os vizinhos com o

qual ha sobreposicéo tenham sido transformados e quantizados.

E importante salientar que as duas mudancas citadas anteriormente (utilizas bjmeos d& x 8
pixelse ndo realizar predi¢do intra quadro) néo tornam o codificador incorapatimm o padréo. Sendo
assim, mesmo que haja apenas um modo possivel, o codificador ainda sstelizedo. Esta sinalizacdo
utiliza bits de codificacdo desnecessariamente ja que nao traz informacao util. Corasmaaificacbes
seria possivel remover essa informacédo lateral aumentando a eficiénciadificador H.264 para a

codificagcdo em questao.

Outra adaptacao necessaria foi a mudanca das tabelas de quanttaapadoi mencionado na Se¢éo

3.2.2, o escalonamento da transformacéo é integrado com a quantizagisefarar esses dois processos,
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utilizou-se um quantizador escalar de faixa morta nos coeficientes tnawagfos. Todos os passos de
guantizacao foram feitos idénticos para todas as subbandas. Emboev&gualmente, possa privilegiar

transformadas ortogonais, as transformadas bi-ortogonais utilizanlaprs&imadamente ortogonais.

Por dltimo, para que fosse feita uma comparacado justa e levasse em camia ppedicdo intra
quadro/DCT, transformadas sobrepostasgeletqtécnicas em comparacdo) a otimizagéo taxa distor¢ao

do H.264 foi desabilitada.

Para as transformadas sobrepostas e de bloco, uma simples substitisc@oetioientes seria
suficiente. Contudo, da mesma forma que foi feito no JPEG2000, paraturaeficiéncia de codificacéo
uma decomposicdo Hadamard 2l 2 adicional foi feita no DC. Para os coeficientesvadavelet uma
simples substituicdo ndo seria suficiente. Foi necessario fazer umenmagad. Os coeficientes foram
agrupados de acordo com as suas respectivas posi¢oes espawgiaisdo blocos d& x 8 pixels Como
utilizou-se 4 niveis de decomposicao, o coeficiente que subistituia o coefibi€rda DCT era proveniente

de subbandas diferenteity, LH,, HL4 e HH,), como ilustrado na Figura 4.4.
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Figura 4.4: Reordenacao dos coeficiemtaseletgara quatro bloco8 x 8 . (a) Coeficientes organizados
na forma original. Cada cor representa uma subbanda e cada figunatgea representa o bloco e 8
pixelsa qual o coeficiente pertencera apés a reordenacdo. (b) Agrumaererblocos quatro blocos de

8 x 8.
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5 RESULTADOS

Neste capitulo sao apresentados os resultados para os experimeattibesdes Capitulo 4. Inicialmente,
serdo apresentados os resultados obtidos para um conjunto de imadjeessas transformadas. Em

seguida, sdo apresentados os resultados para as mesmas imagensoubilezatificador H.264/AVC.

5.1 RESULTADOS PARA JPEG2000

Inicialmente, apresenta-se, na Figura 5.1, curvas Taxa vs. Distoop@oirtuito de comparar
0 desempenho das decomposicdes utilizadas no DC utilizarsdelete Hadamard. Também séo
apresentados os resultados para a codificacdo sem a utilizacdo deequiElgomposicdo da subbanda
DC. Neste ultimo caso, variou-se o tamanho do bloco de codificaZ&o 32 e 64 x 64 coeficientes,
maiores blocos que poderiam ser utilizados. Isso acontece pelo tamaithagdam,512 x 512. Cada
subbanda contéréd x 64 coeficientes, ja que a transformada é8de 8. Caso seja realizado alguma
decomposicdo na subbanda DC, as novas subbandas terdo apend2 coeficientes. Os resultados
indicam um melhor desempenho da decomposig@eletquando ambos utilizaram blocos de codificacéo
de mesmo tamanh@2 x 32. Contudo, essa vantagem desaparece quando se compara comcag@alifi
utilizando blocos maiores. A imagem utilizada para obtencéo dos resultadseaiados, Lena, é a que
apresenta maior diferenca entre a utilizacdo ou ndo de decomposicadmadimdC. Sendo assim, na

obtencao dos resultados que seréo apresentados a seguir, ndizéoiacudecomposicéo.

Nos testes realizados, foram utilizados quatro imagens populareR2de 512: pixels “Barbara”,
“Lena”, “Goldhill” e “Baboon”. Utilizando as modificagBes apresentadag£apitulo 4 para o codificador
padrdo JPEG2000, estas imagens foram codificadas utilizdlagelet9/7 (3 niveis de decomposicao),
DCT, GenLot8 x 32, GenLot8 x 48 e GIbt8 x 16. O resultado para a imagem “Barbara” é apresentado na
Figura 5.2. Para permitir uma melhor visualizacao, os resultados sdoseatados na Figura 5.3 de forma
diferencial, todos os resultados séo apresentados com relacasutzdias davavelet Os resultados para
as demais imagens sao apresentados nas Figuras 5.4 a 5.6. Os mesmasdestealizados em imagens
de maior resolucaol 920 x 1080 pixel9. Para isso, apenas o primeiro quadro de algumas sequéncias
de video, “Pedestrian_area”, “Riverbed”, “Rush_hour”, “Sta2ioa “Sunflower” foram utilizados. Os

resultados sdo apresentados nas Figuras 5.7 a 5.11. Para o casoatesideaglta definicdo, as curvas de
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Figura 5.1: Curvas de Distor¢do vs. Taxa obtidas a partit da codificdg@magem “Lena”. imagem

codificada utilizando transformada sobreposta (GeSLo#3).

PSNR estéo limitadas@a5 bpp, ja que, para esta taxa, apresentavam uma qualidade satisfatoriaoagnte

sempre acima déldB.

Nas imagens de “Goldhill” e “Baboon” dgl2 x 512 pixels as transformadas GenL8tx 48 e
GenLot8 x 32 apresentam uma modesta vantagem com relagéavalet9/7 utilizada no JPEG2000.
No caso da imagem “Barbara”, esse surpreendente desempenhargdgrinadas sobrepostas € atipico
e foi observado para diversos codificadores [4]. A imagem “Léoiad Unica imagem na qual a GenLot
8 x 48 obteve desempenho inferioVdavelet sendo que o desempenho foi semelhante até cerca de uma

taxa d@.5 bpp. Como era esperado, a DCT foi a transformada que obteve o pemgenho.

Para as imagens de alta definicdo, a vantagem comparativa das tradsf®soarepostas GenLot
8 x 48 e GenLot8 x 32 se mostrou solida e consistente. Apenas na imagem “Sunflower”, observo
se desempenho destas transformadas semelhaniesedet Novamente, a DCT apresenta o pior
desempenho. A transformada GenBet32 foi incluida nos testes pelo fato de, em baixas taxas, apresentar
menor efeito deinging que a GenLoB x 48, ja que os filtros s&o menores. Contudo, esta transformada

obteve desempenho muito inferior para baixas taxas na imagens pedé&$iiah, hour™ e “Sunflower”.
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Figura 5.2: Curvas PSNR para a imagem “Barbara”. Codifica¢éo rdaliztlizando JPEG2000.
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Figura 5.3: Curvas diferencias de PSNR para a imagem “Barbara’ultRéss apresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.4: Curvas diferencias de PSNR para a imagem “Lena”. Resslégdesentados de forma relativa

a transformadaVaveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.5: Curvas diferencias de PSNR para a imagem “Goldhill”. Ressltagresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.6: Curvas diferencias de PSNR para a imagem “Baboon”. ltRéssl apresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.7: Curvas diferencias de PSNR para a imagem “Pedestriah_&esultados apresentados de

forma relativa a transformad&aveletdB 9/7. Codificagéo realizada utilizando JPEG2000.
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Figura 5.8: Curvas diferencias de PSNR para a imagem “RiverbedSulf@dos apresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.9: Curvas diferencias de PSNR para aimagem “‘Rush_hdreSultados apresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.10: Curvas diferencias de PSNR para a imagem “Station2”.|[tR#ssl apresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.

07 - ) - - - — WA W
o080 T O ETTEEO 60000
—-0.5-
-1t //, M%%%% K
-1.50 / K
’ S
. *
g2
> 25 e
25
A v
35 A
// — Wavelet
~4r A < GLBT
/ ——Genlot 8x48
_ / ---GenlLot 8x32
3 % DCT

_8.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Taxa (bpp)

Figura 5.11: Curvas diferencias de PSNR para a imagem “SunflowesulRdos apresentados de forma

relativa a transformadé/aveletdB 9/7. Codificacao realizada utilizando JPEG2000.
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Figura 5.12: Curvas diferencias de PSNR para a imagem “Barbarault®éos apresentados de forma

relativa a codificacdo com H.264/AVC original sem otimizacédo taxa-distorca

5.2 RESULTADOS PARA H.264/AVC

Para os testes com o codificador H.264/AVC, as transformadas DCT leoG&rx 32 devido ao
desempenho apresentado nos testes anteriores. As mesmas imagensiligeatas. Os resultados para
imagens dé12 x 512 pixelssao apresentados nas Figuras 5.12 a 5.15 e os resultados para as ieagen

alta definicdo nas Figuras 5.16 a 5.20

As transformadas sobrepostas utilizadas nos testes, Génkot8 e Glbt8 x 16, apresentaram,
nestes testes, vantagem mais consistente em relag@velet Apenas na imagem “Sunflower”, esta
ultima transformada obteve desempenho superior, e isso somente paratédsbpp. Contudo, a
comparagao mais interessante destes testes é entre as transfovensdetse sobrepostas com o esquema
de predicao intra quadros aliada & DCT, utilizado no H.264/AVC. Para assimeagenores, apenas
na “Barbara”, as transformadas sobrepostas obtiveram desemnpepérior a predicdo intra quadros.
Como ja foi mencionado, esse comportamento é atipico. Contudo, como ndacaso do codificador
JPEG2000, as transformadas sobrepostas apresentaram melhgetgse nas imagens de alta definigéo.

Neste caso, apenas ha imagem Pedestrian_area, estas transfooradasuperadas pelo esquema de
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Figura 5.13: Curvas diferencias de PSNR para a imagem “Lena”. Raéssl@presentados de forma

relativa a codificacdo com H.264/AVC original sem otimizacédo taxa-distorca

65



0.4r " % %7%/9& ¥ >
0.2 ¢
a
S O
>
o
(% -0.2f ey
& PTG T EED
N e
—0.4¢ -+ — Wavelet
Py < GLBT
— GenLot 8x48
| ---0Original
—06 —¥-Original com RDO

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Taxa (bpp)
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Figura 5.15: Curvas diferencias de PSNR para a imagem “Baboon'ultRéss apresentados de forma
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Figura 5.16: Curvas diferencias de PSNR para a imagem “Pedestgai_Resultados apresentados de

forma relativa a codificacdo com H.264/AVC original sem otimizacao taxarg¢ao.

predicéo utilizado no H.264/AVC sem a utilizac&o de otimizacao taxa-distag®imagens, “Riverbed”
e “Sunflower”, as transformadas sobrepostas superaram inclusiv@64/AVC original utilizando este

tipo de otimizagéo.

5.3 IMAGENS UTILIZADAS

Nas Figuras 5.21 a 5.29 sdo apresentadas as figuras utilizadas nos testes
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Figura 5.17: Curvas diferencias de PSNR para a imagem “Riverbezbulfados apresentados de forma

relativa a codificacdo com H.264/AVC original sem otimizacédo taxa-distorca
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Figura 5.18: Curvas diferencias de PSNR para a imagem “Rush_hestltedos apresentados de forma

relativa a codificacdo com H.264/AVC original sem otimizacdo taxa-distorca
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69



B
A

/"{f i, " WAL

i
o (e
Y,

!

Figura 5.21: Imagem “Barbara”.
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Figura 5.22: Imagem “Lena”.
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Figura 5.23: Imagem “Goldhill”.
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Figura 5.24: Imagem “Baboon”.
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Figura 5.25: Imagem “Pedestrian_area”.
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Figura 5.26: Imagem “Riverbed”.
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Figura 5.27: Imagem “Rush_hour".
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Figura 5.28: Imagem “Station2”.
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Figura 5.29: Imagem “Sunflower”.
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6 CONCLUSOES

Neste trabalho foram realizados testes comparativos do desempentguasatransformadas para a
codificacdo de imagens estaticas, especialmente transformadas swtsrep@s/elets nos codificadores
padrdo JPEG2000 e H.264/AVC. Neste ultimo caso, foi feito ainda uma cagdmacom a predicdo intra

quadro.

Confirmando diversos resultados disponiveis na literatura, as trarefas sobrepostas apresentaram
um desempenho superior ao das transformadagletse estas se mostraram superiores a DCT. Um fato
interessante foi que a vantagem apresentada pelas transformagg®stas foi maior em imagens de alta
definicdo (920 x 1080 pixelg tanto no H.264/AVC quanto no JPEG2000. Na comparacao com a predi¢do
intra quadro, realizada apenas no H.264/AVC, as transformadagestas também se mostraram mais
eficiente. Contudo, ndo tenham superado a versao original do H.2644&¢ndo utilizando otimizac&o

de taxa e distor¢do. Novamente, as vantagens se mostraram maiores exfiradtaad

Embora esta resolucao de20 x 1080 pixelsseja considerada alta para video, ela possui apenas 2
Megapixels Ha camera digitais disponiveis no mercado que superaMefapixels Sendo assim, é
possivel que, para imagens estaticas obtidas utilizando este tipo de cawaaragem apresentada nesse

trabalho seja ainda maior.

No H.264/AVC, além de um aumento na eficiéncia de codificacdo, ha umaditamauicdo na
complexidade computacional ao utilizar transformadas sobrepostas. diizaigiio de um macrobloco
de 16 x 16 pixels na codificagdo com H.264/AVC original, ha a necessidade do teste 4 med6s< 16
pixels 9 modos em 16 blocos dex 4 pixelse 9 modos em 4 blocos dex 8 pixelscontra apenas 4

transformadas d& x SN.

O padréo de cinema digital utiliza o Motion JPEG2000, parte 3 do padrac2l®PB(no qual todos os
quadros, que tem uma resolucaodde6 x 2048, sdo codificados independentemente, sem compensacao

de movimentos. A utilizacdo de transformadas sobrepostas poderia t@odifieacdo mais eficiente.
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6.1 TRABALHOS FUTUROS

Embora a comparacgéo entre as transformadas ja esteja consolidadatuaditeraitos trabalhos ainda

podem ser realizados.

Inicialmente, pode-se verificar o desempenho na compressao de @sichrapensacédo de movimento
para compressao de video, 0 que, eventualmente, aumentaria a eficé&nowifitacao de video e ndo

somente aplicando a imagens estaticas, como utilizadas neste trabalho.

Outra pesquisa que pode ser realizada é a inclusdo de otimizacéo tant@a dertex distorcdo na
codificacédo de coeficientes obtidos com a transformadas sobreptistasdo o H.264/AVC. Para isso,
poderia-se, por exemplo, permitir que se variasse o quantizador eexseajie minimize uma funcéo de

custo.

Por ultimo, os bancos de filtro utilizados foram obtidos utilizando otimizacéorpaxanizar o ganho
de codificacdo baseado em estatisticas colhidas em imagens pequevaselente, essas estatisticas
variem com a resoluc¢do da imagem. Outro estudo possivel € o levantamegdtatisticas utilizando

imagens de maior definicdo e obtencédo de novos bancos de filtro.
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