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Super Resolution for Multiview Images Using
Depth Information
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Abstract—In stereoscopic and multiview video, binocular
suppression theory states that the visual subjective quality of
3-D experience is not much affected by asymmetrical blurring
of the individual views. Based on these studies, mixed-resolution
frameworks applied for multiview systems offer great data-size
reduction without incurring in significant quality degradation
in 3-D video applications. However, it is interesting to recover
high-frequency content of the blurred views, to reduce visual
strain due to long-term exposure and to make the system
suitable for free-viewpoint television. In this paper, we present
a novel super-resolution technique, in which low-resolution
views are enhanced with the aid of high-frequency content from
neighboring full-resolution views, and the corresponding depth
information for all views. Occlusions are handled by checking
the consistency between views. Tests for synthetic and real image
data in stereo and multiview cases are presented, and results
show that significant objective quality gains can be achieved
without any extra side information.

Index Terms—Mixed resolution,
resolution.

multiview video, super

I. INTRODUCTION

N THE PAST decade, multiview video research has re-

ceived much attention. Advances in the multiview acquisi-
tion and display technologies, the development of processors
capable of higher computational capacity, and the increase of
the industry interest have all contributed to a major boost in the
field. Such an interest spurred several 3-D video technologies,
such as home and mobile 3-DTV, free-viewpoint video, and
immersive teleconferencing.

However, there are still several questions to consider.
Disparity estimation between views, for instance, is still a
very active research topic. Performance of such methods [1] is
crucial to the success of applications ranging from coding to
view rendering. Multiview compression is another significant
consideration in the process, as the acquisition and trans-
mission of several views tremendously increases the amount
of data to be compressed. Roughly speaking, the data-rate
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increase is proportional to the number of added views, if simul-
cast encoding is considered. Multiview video coding (MVC)
[2] can achieve a 20% rate decrease compared to simulcast
encoding [3]. In this manner, a 10-view system using MVC
would require a 8 x-higher bit-rate than a single-view system’s
data rate, for which current networks are designed. This
makes the multiview format unsuitable for many applications.

Depth perception by the human visual system presents
several interesting characteristics, which might aid in reducing
the bit-rate for 3-D video systems. For example, binocular
suppression theory states that stereo vision is not subjectively
affected by asymmetric degradation of views, depending on
the circumstances [4]. Several studies have been made to
determine what these circumstances are, concerning degra-
dation by quantization and by blurring, with mixed results.
Tam [5] observed that in the case of asymmetric blurring,
the binocular image quality is dominated by the quality of
the high-resolution view, while with asymmetric quantization,
the binocular image quality corresponds to the average of
both views. As for depth quality, both schemes render similar
results. This indicates that a mixed-resolution (MR) coding
method would be more effective in rate and subjective dis-
tortion terms. Aflaki ef al. [6] stated that MR coding with a
downsampling ratio of 1/2 offers subjective quality similar
to symmetric and quality-asymmetric full-resolution stereo
coding, all under similar bit-rate constraints. MR coding would
then represent a good alternative for lowering the processing
complexity. Saygili et al. [7] indicated that for a sufficiently
high quality in the reference view, users notice degradation
only when the other view is encoded below a low-quality
threshold that depends on the 3-D display. Furthermore, above
such a threshold, users prefer asymmetric quality coding over
MR coding, and below this threshold, users prefer MR coding.

These studies [4]-[7] suggest that MR coding can be a
viable alternative for multiview compression, offering lower
processing complexity and possibly lower bit-rates at the same
subjective quality as full-resolution coding. MR stereo coding,
for instance, is very suitable for mobile 3-DTV, which needs
to offer a stereoscopic effect and does not afford complex
view-rendering processing at the decoder side [8], [9]. Ob-
jective quality gains at low bit-rates were also reported in
a MR stereo-coding framework with different downsampling
ratios [10]. Temporal scalability in MR coding was also
investigated [11], as well as using the high-resolution view
in full resolution to predict the low-resolution view [12],
eliminating the computational burden of subsampling ref-
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erence frames. Image-based rendering techniques were also
developed to generate a high-resolution synthesis of the low-
resolution sequence at the decoder [13].

Most of these works do not attempt to estimate the high-
frequency components for the low-resolution views, which can
result in two major problems. First, they may not be adequate
for single-view free-viewpoint television. If the user chooses a
low-resolution view or an interpolated view close to the low-
resolution one, quality reduction will be perceived. Second,
although eye dominance does not impose a problem to MR-
coding frameworks [14], [15], low-quality images continu-
ously presented to one eye might disturb viewers in the long
term [5]. Alternatively, if an intermediate low-resolution view
were not available, depth-image-based rendering (DIBR) could
be applied to synthesize the missing view from the adjacent
full-resolution views. Nevertheless, DIBR view synthesis is
susceptible to rendering artifacts, presenting objective quality
drops in proportion to the distance from the adjacent views
[16]. In MR setups, a low-resolution version is available, and
can be used as a basis for enhancement.

In this paper, we show how the quality of low-resolution
views can be objectively improved at the decoder side with
the aid of the high-frequency information from neighboring
views, after the low-resolution views are upsampled to full
resolution. We improve on a previous work [17] by proposing a
more efficient method for evaluation of interview consistency,
crucial to algorithm performance. Experiments are conducted
for a large set of synthetic and real images. Performance
under compression is illustrated with the same test set subject
to Intra coding, which serves as a proof of concept for the
proposed method. An approach similar in spirit to our work
was presented for single-view video sequences coded with
frames in MR [18]. In this proposal, we use available depth
information to register the correspondences among views.

II. RESOLUTION RECOVERY

Super-resolution (SR) techniques combine low-resolution
images to obtain a high-resolution image [19]. Generally
speaking, there are two main categories of algorithms: multi-
image and example-based SR [20]. The first category consists
of using several low-resolution images with subpixel misalign-
ments to recover a high-resolution image, and the second
category uses databases of low-resolution and high-resolution
image pairs to correlate them with the low-resolution image to
be super-resolved. Our method resembles the example-based
SR methods such as that by Freeman et al. [20]. However, it
does not use image databases. Instead, high-frequency details
for low-resolution views are obtained from full-resolution
views, which present high correlation with the target view
image. That is, within the multiview setup with MR, images
from high-resolution views offer the high frequency details
to a particular low-resolution view image. The low-resolution
images, furnished in these MR setups, are generally formed
with common anti-aliasing subsampling, serving for both
coding and complexity reduction.

Our goal is to make an estimate, V,, of the nth view’s orig-
inal full-resolution version, V,,. We define the low-resolution
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Fig. 1. SR approach for multiview images. A super-resolved image V, is
created from its low-resolution version, V,”, a neighboring full-resolution

view, Vi, and the depth information for each of these views, D, and Dy.

View projection

image of this view as V”, which can be obtained by a simple
process of downsampling V,, (M, where M is the downsam-
pling factor). This process consists of low-pass filtering, for
anti-aliasing, and decimation, to reduce the image dimensions.
If we upsample (1M) VP, we obtain a low-pass version of V,,
defined here as V. The high-pass version of V,, VI, is the
difference between V, and VI as follows:

vi=v, -Vl (1)

Hence, by estimating V¥ from one or more adjacent views,
we may super-resolve VP and determine V,,. We will explain
the method for one view, and then extrapolate for more
views. Considering that we have another available view in full
resolution, Vj, our method follows three basic steps. The first
one is to directly project V,, from Vj, defined here as V. In
this paper, we assume we are dealing with a multiview video-
plus-depth (MVD) framework, such that the depth information
from each view, D, and Dy, is available. This information is
very important for the view projection, as it indicates the pixel
correspondences between views.

Vo, 1n itself, could be our estimate \7”, but we would
be neglecting important available information from the target
view, VL. So, in the next step, we obtain the high frequency
information of V|, defined as V,fllk. In order to do that, we
downsample and upsample V,,x, which generates its low-pass
version Vnle, and then take the difference between the two, in
the same manner as (1)

n n

Vi = Vo — Vi 2)

In the final step, we add VE to obtain the final

Vi to
estimate V, as follows:

Va=Vi+ Vi A3)

Fig. 1 illustrates our general method for recovering high
frequency information for low-resolution views, which will
be detailed next.

A. View Projection

The first step in our resolution-recovery method is to project
view k onto view n. In other words, the image points in V,
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need to be projected from their corresponding positions in
view k, in order to generate V,, ;. Therefore, point correspon-
dence between views is needed.

Our resolution-recovery method assumes that the depth
information of each view is available, in what is known as
the MVD format [16]. In this manner, not only are the video
sequences captured by cameras from different view points
and synchronized in time but also each view has its own
depth map, which is a grayscale image containing normalized
depth information with respect to a global coordinate system.
Having the depth maps and the camera calibration parameters,
image points can be projected onto the 3-D space and back,
yielding pixel correspondences among multiple views. The
MVD format is presented as an alternative to multiview video
systems, as new views can be interpolated from the available
views and their depths [3]. Furthermore, depth maps can be
efficiently encoded, representing low overhead [21].

In order to establish correspondences between views n and
k at full resolution, we assume a pinhole camera model and
project point coordinates from view n onto the 3-D space.
Then, 3-D points are reprojected onto the view k, establishing
a correspondence. The intrinsic parameters A of size 3 x 3,
rotation matrix R of size 3 x 3, translation vector t of size
3 x 1, and corresponding depth map D of camera n are
used to project pixel location (u, v) into world coordinates
(x, y,2) [21] as follows:

[x, v, 21" = RaAn ', v, 117 (u, v) + t,. “4)

The 3-D points are then reprojected onto view k, yielding
coordinates (¢, v') as follows:

/s w', v s w', wl’ = AR {[x, y, 21" =t} (5)

After establishing correspondences between views n and k,
there are still two important aspects to be considered. First, the
depth maps are susceptible to errors, derived from occlusions,
depth imprecision, or compression quantization, which may
generate incorrect correspondences. Second, the depth maps
may generate correspondences with subpixel precision. In this
case, pixel interpolation becomes necessary.

The proposed solution was to establish a consistency check
using the available pair of depth maps. Based on (4) and (5),
as depth map D, points position (u, v) to position (u’, V') in
depth map Dy, we find the closest integer positions to position
(u’, V") as follows:

pr=(u], VD
p2=(u"1, [V'])
p3 =], VD)
pa=(u'T, VD)

where |.] is the floor operation and [.] is the ceil operation.
Between points {p;, p2, p3, pa}, we select the one closest to
(u’, "), and follow its corresponding position («”, v”) back in
D,, based on Dy. If (u”,v”) falls inside a one-pixel radius,
{p1, P2, p3, p4} are used to calculate V,(u,v) via bilinear
interpolation. If (u”, v”) falls outside of this radius, then no
interpolation is done and the value of V(u,v) is used for
Vak(u, v). In this manner, depth inconsistencies are detected,

(6)
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Fig. 2. Consistency check for depth maps. (a) Projection from position
(u, v) to (u’, V). (b) Floating point position (u’, v') in Dy and closest integer
positions pi, p2, p3, and ps. (c) Reprojection of pp from Dy to D,, falling
inside a one-pixel radius around (u, v), and thus yielding a valid projection.
(d) Reprojection of py from Dy to D,, falling outside the radius and yielding
an invalid projection.

and erroneous high-frequency information from adjacent views
are not added to the projection. Fig. 2 illustrates the consis-
tency check between depth maps.

B. Multiple Views

If there is more than one full-resolution view available,
there are more high-frequency candidates from which to select,
strengthening the estimate of V,. In this paper, we chose to
sum the candidates from all available full-resolution views,
using weights to ponder them. First, we generate Vnﬁli, for
i={l1,..., N} being the set of indices of the full-resolution
reference views. Next, for all positions (u,v) in V., we
calculate d,, ;, which is the Euclidean distance between points
(u, v) and (u”, V"), as defined in Section II-A. Furthermore, we
calculate m, ;, which is a mask that reflects the consistency
check described in Section II-A, as follows:

oL du<d
n,. — O,

dm,i 2 1
The final estimate of V,, for each position (u, v), for N
views, is given by

(N

N

Vo(u,v) = VE(u, v) + Z

i=1

Vy{-\ll(u» U)mn,i
dn,i

In this manner, for each view i, we use the degree of
consistency between D, and D; (represented by d,;) to
ponder how much high frequency from V,fl’i should be used
in estimating V,. The lower the value of d, ;, the higher the
consistency and, therefore, the higher the weight given to Vrf‘{i.
If the point does not pass the consistency check, m, ; = 0, and

the point is not considered in the final estimate.

III. EXPERIMENTAL RESULTS
The proposed method was tested on a series of multiview
images and sequences, both for synthetic and real image data,
under several compression conditions. First, we tested our SR
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method with the original color images and their associated
depths, without any compression. Next, the method was tested
with unmatched downsampling and upsampling filters, in order
to evaluate the effect for the overall results. Third, the method
was tested for images and depth maps encoded with MR, for
a wide range of bit-rates. Last, in order to assess a more
complete bit-rate distribution between color images and depths
for the various content, the depth images were encoded at a
series of quantization parameters (QPs) different from those
of the color images. In order to evaluate the coding results,
we present rate-distortion (RD) curves and tables and used the
popular Bjgntegaard metric [22] for calculating average gains
between curves.

Table I shows the peak signal-to-noise ratio (PSNR) for the
luma component of two versions of the low-resolution image,
an interpolated (or upsampled) version and a super-resolved
version using the proposed method. A 6-tap Lanczos interpola-
tion filter was used for downsampling and upsampling, for fac-
tors M =2 and M = 4. We used the following synthetic stereo
images for our tests: Barnl, Barn2, Bull, Cones, Map, Poster,
Sawtooth, Teddy, and Venus [1], where the right view was
adopted as low resolution and the left view was maintained as
full resolution. As for the real image data, we used frame 0 of
multiview sequences Ballet, Breakdancers [23], Pantomime,
Dog [24], and Poznan Street [25]. The depth maps for the
Pantomime and Dog images were computed using a graph-
cuts stereo-correspondence software [26]. Due to lack of high-
frequency content in the original images, Ballet, Breakdancers,
Pantomime, Dog, and Poznan Street were resized to 512 x 384,
256 x 192, 640 x 480, 640 x 480, and 960 x 544, respectively,
for these evaluations. For Ballet and Breakdancers, view 1 was
chosen as the low-resolution view and was super-resolved with
the aid of a full-resolution view 2. For Pantomime and Dog,
view 39 was chosen as the low-resolution view and was super-
resolved with the aid of a full-resolution view 40. For Poznan
Street, view 4 was chosen as the low-resolution view and was
super-resolved with the aid of a full-resolution view 5.

Table I reveals quality improvement for all test images, both
for factors M = 2 and M = 4. In the worst case (sequence Dog,
M = 2), there is a 1.06 dB improvement, and in the best case
(sequence Barn2, M = 4), there is an 9.28 dB improvement.

In Table II, results are presented for the low-resolution view
from the multiview sequences Ballet, Breakdancers, Dog, and
Pantomime. Ballet and Breakdancers were super-resolved with
the aid of multiple full-resolution views 0 and 2, Pantomime
and Dog, with views 38 and 40, and Poznan Street, with views
3 and 5, as described in Section II-B. As in Table I, frame 0
was tested for all sequences. The usage of multiple views for
SR achieves gains between the range of 0.9dB and 2.81dB
(Breakdancers, M = 2, and Pantomime, M = 4, respectively),
over the single-view SR results described in Table I. Such
gains hail from the availability of multiple high-frequency
candidates that are either pondered or used to complement
an inconsistent point projection, thus strengthening the SR
estimates. Fig. 3 presents details of the interpolated, super-
resolved, and original versions of the Pantomime sequence,
where a great quality improvement can be seen on the clown’s
face, hat, and clothes.
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TABLE I
LUMA PSNR RESULTS FOR UNCOMPRESSED SEQUENCES
COMPARING SR AND INTERPOLATION

Sequence M Interpolated | Proposed SR
(dB) (dB)
Barnl 2 27.76 35.83
o 4 24.93 33.99
2 31.06 38.40
Bam2 4 27.42 36.70
2 32.46 37.96
Bull 4 28.49 35.79
Map 2 28.00 31.20
4 20.75 27.92
Post 2 26.46 33.93
o 4 22.78 31.91
Sawtooth 2 28.32 33.72
o 4 24.57 31.89
Vi 2 28.63 35.61
o 4 25.15 33.37
C 2 28.88 33.04
i 4 24.93 30.32
Teddy 2 30.38 34.20
4 26.26 31.41
2 34.03 36.34
Ballet 4 5084 B
2 35.53 39.09
Breakdancers 4 010 e
Pantomime 2 36.02 38.59
4 28.11 34.40
2 35.48 36.54

Dog
4 27.04 32.37
2 32.10 3578
Poznan Street 1 2657 M
(a)28.11 dB (b)37.21 dB

Fig. 3. Details of the results for the Pantomime view 39, frame O.
(a) Downsampled and upsampled by 4 with a Lanczos filter. (b) Downsampled
by 4 and super-resolved with a Lanczos filter, using two full-resolution views.
(c) Original. Results are best seen on a screen.

In reference to previous work [17], the relative gains be-
tween the proposed SR and the interpolated versions (both for
single and multiple view) are significantly better. In the worst
case, the previous work reports a gain of 0.6 dB (Ballet, single-
view reference, M = 2), while our method offers a 2.01 dB
gain for the same sequence. In the best case, the previous
work reports a gain of 2.9dB (Breakdancers, multiple-view
references, M = 4), while our method offers a 7.73dB
gain for the same sequence. These gains can be attributed
to two fundamental differences between the proposed and
previous methods: an improved consistency check for the
depth maps and a superior high-frequency extraction method-
ology, where the adjacent view is projected prior to frequency
decomposition.
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TABLE I
LUMA PSNR RESULTS FOR UNCOMPRESSED SEQUENCES COMPARING
SR WITH SINGLE VIEW AND MULTIPLE VIEWS

Sequence M Single View: | Muldple Views

(dB) (dB)
2 36.34 38.02
Ballet 4 33.61 35.53
2 39.09 39.99
Breakdancers 4 36.62 37.85
oo 2 38.59 40.91
antomime 4 34.40 37.21
2 36.54 38.12

Dog
4 3237 33.38
2 35.78 37.14

P

oznan Street 4 32.44 34.21

(a)23.88 dB (b) 25.04 dB (c) 23.76 dB

(d)24.11 dB

. .‘\’<

Fig. 4. Details of the results for the Venus and Teddy images. (a) Venus,
downsampled with a bicubic filter and upsampled with a Lanczos filter.
(b) Venus, downsampled with a bicubic filter and super-resolved with a
Lanczos filter. (c) Teddy, downsampled with a bicubic filter and upsampled
with a Lanczos filter. (d) Teddy, downsampled with a bicubic filter and super-
resolved with a Lanczos filter. (e) Venus, downsampled and upsampled with
a Lanczos filter. (f) Venus, downsampled and super-resolved with a Lanczos
filter. (g) Teddy, downsampled and upsampled with a Lanczos filter. (h) Teddy,
downsampled and super-resolved with a Lanczos filter. (i) Venus, original.
(j) Teddy, original. Results are best seen on a screen.

It is possible that our SR method is applied to a multi-
view sequence in MR where the downsampling method is
unknown. In order to evaluate the effect of using different
(unmatched) downsampling and upsampling filters, we con-
ducted two experiments. In the first one, the low-resolution
image is created using a bicubic downsampling filter, while
interpolation and SR employ the previously mentioned 6-tap
Lanczos filtering. In the second experiment, Lanczos filtering
is used for downsampling, interpolation, and SR (equivalent
to Table I). A downsampling and upsampling factor M = 2
was applied in all tests. The same view and frame numbers
used in Table I were applied.

From the results in Table III, it can be seen that using
unmatched downsampling and upsampling filters may degrade
the performance of the proposed method. For instance, se-
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TABLE III
LuUMA PSNR RESULTS FOR UNMATCHED AND MATCHED
DOWNSAMPLING AND UPSAMPLING FILTERS

Sequence Method Bicubic/Lanczos | Lanczos/Lanczos
(dB) (dB)
Interp. 23.98 27.76
Barnl SR 2573 35.83
Interp. 25.47 31.06
Barn2 SR 26.37 38.40
Interp. 26.20 32.46
Bull SR 26.76 37.96
Map Interp. 19.50 28.00
SR 19.52 31.20
Interp. 21.94 26.46
Poster SR 2322 33.93
Interp. 23.37 28.32
Sawtooth SR 2425 33.72
Interp. 23.88 28.63
Venus SR 25.04 35.61
Interp. 2342 28.88
Cones SR 24.01 33.04
Teddy Interp. 23.76 30.38
SR 24.11 34.20
Interp. 27.72 34.03
Ballet SR 27.87 36.34
. Interp. 27.39 3553
Breakdancers SR 27 44 39.09
. Tnterp. 26.48 36.02
Pantomime SR 26.48 38.59
Dog Interp. 24.66 3548
SR 24.36 36.54
Interp. 25.11 32.10
Poznan Street SR 25.29 35.78

quence Sawtooth presents a gain of 5.4 dB between the super-
resolved and interpolated versions in the matched-filter case,
and a 0.88 dB gain in the unmatched-filter case. This is due to
the fact that the proposed method assumes matched downsam-
pling and upsampling filters for the high-frequency extraction
of the projected view, as depicted in Fig. 1. Nonetheless, the
proposed SR offers gains for most tested sequences, even when
applying unmatched downsampling and upsampling filters.
The only quality loss is for sequence Dog, where there is a
0.3dB drop.

Fig. 4 presents details of the interpolated, super-resolved,
and original versions of sequences Venus and Teddy, applying
matched and unmatched downsampling and upsampling filters.
Fig. 4(a)—(d) depicts the unmatched-filter case and Fig. 4(e)—
(h) depicts the matched-filter case. It can be seen that the
high-frequency extraction does not work for the unmatched-
filter case as efficiently as in the matched-filter case, but there
is still a quality improvement. As for the matched-filter case,
significant quality improvements are noticeable.

Next, all images were encoded with the H.264/AVC refer-
ence software JM 17.2 [27] in Intra mode, with MR. Intra
coding, in this case, serves as a proof of concept, demon-
strating performance under a wide range of bit-rates. The
proposed method does not make assumptions regarding the
used prediction mode and may thus be extended to Inter coding
as well. For synthetic sequences, the left view was encoded at
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TABLE IV
AVERAGE LUMA PSNR GAIN BETWEEN SR AND INTERPOLATION

Sequence M Average PSNR Gain

(dB)

2 3.26

Barnl 4 0

2 2.43

Barn2 4 e

2 1.87

Bull 1 3o
Map 2 1.30

4 4.79

2 3.76

Poster B P

2 2.46

Sawtooth B .
2 3.44

Venus 4 56

2 1.42

Cones 1 by
Teddy 2 1.35

4 2.00

2 1.19

Ballet 4 )i

2 0.81

Breakdancers 4 i
Pantomi 2 1.39
antomime 4 s
Dog 2 —0.16

4 3.76

2 1.50

P S

oznan Street 4 110

full resolution and the right view was downsampled by factors
M =2 and M =4 prior to encoding. Frame 0 was tested for
all real image data. For sequences Ballet and Breakdancers,
view 2 was encoded at full resolution while view 1 was
downsampled by factors M = 2 and M = 4. For sequences Dog
and Pantomime, view 40 was encoded at full resolution while
view 39 was downsampled by factors M =2 and M = 4. For
sequence Poznan Street, view 5 was encoded at full resolution
while view 4 was downsampled by factors M =2 and M = 4.
Rate-control and RD optimization were disabled and the QPs
in the set QP = {7, 12, 17,22, 27, 32, 37,42, 47} were used
for both color and depth. In order to calculate average gains
between RD curves, four quantization points were considered
QP ={22,27,32, 37}.

Table IV presents the average PSNR gain for these se-
quences, relative to only interpolating the low-resolution view.
In this table, both the color and depth images were encoded
using the same QPs. The rate was considered as the total
bit-rate of the system (stereo color and depth images). This
decision is based on an assumption of a free-viewpoint tele-
vision context, wherein the user might choose to see the low-
resolution view, which is the one being improved with aid of
an adjacent full-resolution view. Since our SR method does
not require extra information from the encoder, the bit-rates
for the interpolated image and the super-resolved one are the
same. Figs. 5 and 6 present the RD performance for images
Venus and Breakdancers.
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Fig. 5. RD performance for the Venus right image, compressing both color

and depth images.
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Fig. 6. RD performance for the Breakdancers view 1, frame 0, compressing
both color and depth images.

Table IV shows that, except for sequence Dog with M = 2,
our method presents overall PSNR gain for the test images.
However, this gain is not homogeneous, as Figs. 5 and 6
demonstrate. At low bit-rates, there is little to improve, as both
the low-resolution right image, the full-resolution left image,
and the associated depth images are highly distorted after
coding. As the bit-rate increases, the performance of the SR
method significantly improves, presenting PSNR differences as
high as 7dB (Fig. 5), until it appears to saturate. That is, above
a certain bit-rate value, there is no extra rate that can improve
the quality of both the interpolated and the super-resolved
images. This behavior is due to the fact that if an image is
encoded at a low resolution, it already has an upper quality
bound that cannot be surpassed. In the case of interpolation,
this limit is the distortion from downsampling and upsampling,
and in the case of the SR method, it is the result of super-
resolving this downsampled and upsampled image without any
coding considerations.

Next, we assessed the effects of choosing different bit-rate
distributions between color images and depth by selecting QP
for the depth images different from those of the color images.
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Fig. 7. RD performance for the Barnl right image, for depth images coded
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Fig. 8. RD performance for the Ballet view 1, frame O, for depth images
coded with QPs different from those of the color images.

Let us define cQP as the QP used for the color images and
dQP as the QP used for the depth images. We compared the
effect of choosing

1: dQP=cQP -6
2: dQP = cQP )]
3: dQP=cQP+6.

The second case corresponds to the tests presented in Table I'V.

Figs. 7-10 present the results for synthetic and real images
Barnl, Ballet, Bull, and Pantomime, respectively, with testing
conditions of (9). These images represent two patterns: Figs. 7
and 8 show cases where the RD performance changes very
little according to the dQP variation, and Figs. 9 and 10
show cases where choosing dQP < cQP renders worse RD
performance, both for interpolating the low-resolution view
and for super-resolving it. In terms of using interpolation and
using our method, Figs. 7-10 show that it is slightly better to
choose dQP = cQP+6. Nevertheless, it is always advantageous
to use SR over simple interpolation.
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IV. CONCLUSION

In this paper, we presented a novel SR technique to improve
low-resolution views in MR multiview-plus-depth systems.
Low-resolution views were enhanced with the high-resolution
information from neighboring full-resolution views. The cor-
respondence between views was carried out with the depth
information from all views, and occlusions and depth mis-
matches were corrected based on depth correspondences be-
tween views. Tests with synthetic and real data images showed
that our method renders great improvement over interpolation
of the low-resolution views, outperforming previous work [17].
Tests were conducted for the same sequences coded with the
H.264/AVC codec, still presenting gains over interpolation. For
both of these methods, there was a quality saturation, where
the increase in bit-rate offered little quality improvement. The
effect of applying unmatched downsampling and upsampling
filters were also evaluated, showing that gains were achievable
even with unmatched filter pairs. Furthermore, it was shown
that the quantization parameter for the depth images can be
increased in relation to the quantization parameter for the
color images, offering a slight improvement in the overall
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RD performance. Future works involve assessing the effect
of using prediction modes other than Intra coding over the
proposed method.
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