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Resumo— O H.264/AVC & um codificador de modula@o de
codigo de pulso com estrutura hibrida em que o conectados
modulos preditivos e de transformago. Neste trabalho propo-
mos uma abordagem mais eficiente para a implementao do
modulo de predigo, notavelmente o esigio mais complexo
computacionalmente desse codificador. A iEla & testar apenas
subconjunto de modos de predigo dominantes em vez de fazer
o teste exaustivo de todos os modos recomendados pelo Far
H.264/AVC. Resultados mostram que, para sedncias de video
de alta resolu@o, a perda de qualidadeé desprezivel e abre a
possibilidade de inseréo de um controlador de complexidade de
computacional para codificago de seq@ncias de video de alta
resolugio.

Palavras-Chave— H.264/AVC, deciio de modos de predigo,
video de alta resolu@o, redug@o de complexidade.

Abstract— H.264/AVC is a hybrid predictive-transform coder.
In this paper we propose a more computational efficient apprach
to implement the prediction module, its most complex stageThe
idea is to employ a subset of dominant prediction modes insael
of testing all modes recommended by H.264/AVC standard.
Results show that, for high definition sequences, the qualitloss
is negligible allowing us to control the compression compleaty
of high definition video sequences.

Keywords— H.264/AVC, mode decision, high-definition, re-
duced complexity.

|I. INTRODUCTION

possible prediction of the enconding signal in order to spen
less bits to represent the residue.

Fig. 1 depicts the H.264/AVC encoder block diagram. Note
that it can be divided into temporal (Inter) and spatial rdit
predictions modules.

“Inter” prediction generates a prediction macroblock from
one or more previously encoded video frames using block-
based motion estimation and compensation. This model is re-
sponsible for almost 90% of the complexity of an H.264/AVC
baseline encoder [7]. Important advances from earlierovide
standards include the support for a range of block sizesl@ 6x
and down, as in Fig. 2) and refined motion vectors (quarter-
sample resolution for the luminance component).

Macroblock
partitions

16x16 8x8

Sub-macroblock ‘
partitions ‘

Fig. 2. Macroblock and submacroblock partitions for mot@mpensation
in Inter Prediction.

In “Intra” prediction, a prediction block is formed based on

H.264/AVC is the latest international video coding staudaiPl2nar extrapolation of previously encoded and recontdic

[1]. Is was jointly developed by the Video Coding EXpertgeighbouring.pixels. The _prediction is subtracted fromctpg
Group (VCEG) of the ITU-T and the Moving Picture Experté:ent block, prior to encoding. A macroblock can be partiéidn
Group (MPEG) of ISO/IEC. The many small improvementd! blocks of 4x4, 8x8 or 16x16 pixels. The former ones have
over previous encoding methods added up and promofé(‘jmal of nine optional prediction modes for luminance whil
enhanced coding efficiency for a wide range of applicatiofid€ latter has only four modes as illustrated in Fig. 3. The
including video telephony, video conferencing, digital ,Tvencoder typically selects the prediction mode for eachlbloc
streaming video etc. The H.264/AVC coder has been wéﬂat minimizes the difference between the predicted blouk a
described in the literature [2]-[5], showing performancene the block to be encoded.

parisons against other coders and also exploring less known

features of the H.264/AVC. IIl. COMPLEXITY REDUCTION TECHNIQUES

Although very effective, the H.264/AVC prediction stage
is rather complex due to the large set of models employed.
. . . . ... Sub-optimal motion estimation techniques were proposgd [9
H.264/AVC is a hybrid DPCM video codec, i.e. along Wlth[10] and incorporated in the H.264/AVC reference software

a transform module, it has a prediction module, a diffeadnti L : L
. %J The main idea is to apply heuristics to reduce the search
stage and a feedback loop [6]. In order to achieve substanti . . ) .

) . . of a block match. There is coding time reductions along
compression, a DPCM coder aims at performing the best . .
With small rate-distortion performance losses compared to
The authors are with Department of Electrical Engineeridgiversidade full-search motion estimation. In exploring the variety of
de Brasilia, e-mail tiago@image.unb.br and queiroz@dggeThis work was

supported by HP Brasil and by CNPqg under grant 474912/2006-0

II. MACROBLOCK PREDICTION IN H.264/AVC

1JM Available: http://iphome.hhi.de/suehring/tml/
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Fig. 1. H.264/AVC Encoder block diagram. Prediction stages highlighted.

o P16x16: motion compensated prediction for>66 pix-
B o LT els macroblocks;
)(\ " « P16x8: motion compensated prediction for X8 pixels
Mggr;r;r;tck / \., macroblocks;
or Partition Al o P8x16: motion compensated prediction fok 86 pixels
or Black ’ macroblocks;
(@) o P<=8x8: motion compensated prediction for mac-
roblocks whose size is less then or equal ta8&ixels;
o erial norzoma) 2p0) a pane) o I16MB: intra prediction for 1616 pixels macroblocks;
] == . — / « I8MB: intra prediction for 88 pixels macroblocks;
B — ' . A ety o o 14MB: intra prediction for 44 pixels macroblocks;
' / o SKIP: zero residue motion compesanted prediction for
16x 16 pixels macroblocks.

(b) However, when compressing high definition 1080p video
Fig. 3. Intra prediction modes and their respective plandrapolation Seduences (19201080 pixels per frame), we verify that
directions for (a) 4x4/8x8 blocks and (b) 16x16 blocks. I, @mode 2 is the prediction modes applied to encode the signals become
DC prediction. concentrated in small classes. The frequency profile ottade
prediction modes for different sequences and resolutions,

macroblock partitions available in H.264/AVC, there arekgo ranging from QCIF (176144 pixels) to 1080p (19201080

[11],[12] that apply motion estimation only on the mospixels), is prese_nted in Figs. 4 through 6 The test sequence
probable partition, determined through techniques thploes were the following standard ones and its downsampled ver-
informations on neighbouring blocks. slons:

Intra-prediction tests can also be reduced by means of ses Pedestrian Area (1920x1080, 25 fps, progressive) is a shot
lection of the most probable best mode according to hecsisti ~ of @ pedestrian area. The camera is static at a low position
[15],[16]. while pedestrians pass by.

Another approach is to treat the encoding computationale Sunflower (1920x1080, 25 fps, progressive) is a very
complexity as a scarce resource, generalizing the rate- detailed shot. There is a bee at the sunflower, with small
distortion analisys and adding a third optimization valeab color differences. The camera is fixed and the scene has
This concept is well suited to the emerging field of wireless  slow global motion.
digital video communications, where energy and delay con- Rush-hour (1920x1080, 25 fps, progressive) is a shot of

straints are stringent. [13],[14] rush-hour in Munich. There are many cars moving slowly,
a high depth of focus and the camera is fixed.
IV. PREDICTION MODE BIAS « Riverbed (1920x1080, 25 fps, progressive) is a shot of

As described, H.264/AVC is structured as a hybrid DPCM & riverbed seen through the water. Challenging compres-
video coder. Its prediction stage is rather complex due to S'ON-
the many tests of various prediction modes available to eachWe can observe that when we increase the resolution,
macroblock. For instance, to encode P-frames in H.264/A2ediction modes tend to polarize themselves around bigger
High Profile, we can use the following set of Inter- and Intramacroblock partitions. The only sequence that does naivoll
frame prediction modes: this tendency is Riverbed due the high occurrency of Intra-
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Fig. 4. Prediction modes occurrency frequencyresolution for Pedestrian Fig. 6. Prediction modes occurrency frequencyresolution for Rushhour
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Select
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predicted &8 pixels macroblocks for higher resolutions.

However, the general behavior suggests that some COMPg:-7. Dominant prediction mode selection metodology.
tional effort could be saved when encoding high definition

video sequences by avoiding small-sized partitions in omoti

compensated predictions. the dominant modes will be reflected by a small degradation
on the encoder rate-distortion performance.
V. REDUCED MODE SET PREDICTION A question that arises is what is the size of the fast-

predicted macroblock population, i.e. how many macrokdock

The analisys of Figs. 4 through 6 suggests that the encodeg to be submitted to suboptimal prediction tests, and vghat
can save computational time if it was kwnowa priori, the the suitable sampling population size, which will be used in
frequency distribution of prediction modes. Thus, one cahe prediction of next frame dominant modes. The proposed
prune less frequent prediction modes. methodology considers all “full-prediction” macroblocks

In order to achieve complexity reduction based on frequentlye current frame to estimate the mode occurrency frequency
distribuition of prediction modes, we propose the metodwplo in order to predict the mode for the next frame. The remaining
illustrated in Fig. 7. First, we randomly select macrob®ckmacroblocks are submitted only to dominant mode predistion
which will compose the sampling population, employed tdhe curves in Fig. 8 relate complexity savings against the
preview the frequency distribuition of the next frame; themopulation size of fully tested macroblocks, using the psma
we proceed descend sorting the prediction modes and, finathethod and the high-definition sequences Pedestrian Area,
selecting the dominant modes, here arbitrated as the setRdferbed, Rushhour and Sunflower.
modes which corresponds at least to 80% of the choices. The analisys of Fig. 8 suggests that the size of the fast

Applying the current frame prediction mode frequencpredicted macroblock population for the set of employed tes
distribution as prediction of next frame distribution is arsequences has a direct relation to the achieved complexity
error prone approach, since we are considering the frequesavings. This opens an opportunity to provide a complexity
distribution as stationary. This is not allways verifiedwewer, controlled compression through the supression of lessiéeq
in practice, this is a good approximation. Errors in detaing prediction modes.
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The proposed modification was implemented in the

Fully Tested Population [%] Fully Tested Population [%]

Time savingys. Population size for different HD video sequencesFig. 10. Average PSNR Lossgs. Population size for different HD video
sequences.

VI. EXPERIMENTAL RESULTS Average Rate Loss vs. Population Size

70 = Pedestrian

H.264/AVC reference software JM12.3. Each sequence was
made up of 20 frames. Fast full-search motion estimation
was employed and the results were obtained by varying the

= = =Riverbed
1 Rushhour

== Sunflower

QP (quantization parameter) over the range < QP <
36. Within this range, we respect HD video constraints of
quality and rate for broadcasting. Fig. 9 presents ratedien
perfomance curves for Pedestrian Area sequence, for differ
ent sample sizes: Original (100% of macroblocks are fully
tested), 90% of fully-tested macroblocks, 80% of fullytéss

Rate Loss [%)]

macroblocks and so on. We observe that the modified codec 0 20 40 60 80 100

. - . Fully Tested Population [%]
performance is very close to the reference verification rhode

in such a way that we can not readly perceive the diferenggg 11.

Average Rate Lossgs. Population size for different HD video
between them. sequences.
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5%) if the population size remains above 10%. Even though
computational savings are relatively small, fast fullysba
motion estimation was enabled, i.e. motion estimation of
one macroblock prediction mode is fully reused to other
modes. Actually, in fast full-search motion estimationg th
encoder carries»4-pixel-block motion estimation and makes
I, greater partitions motion estimations by grouping the ltesu
0% ] (SAD/SSD) of previously stored blocks. Thus, for sequences
. 10% where the intra-predicted macroblocks are more frequiket, |
. 5% Riverbed, the computational savings are greater due to the
fact that motion estimated prediction modes are not inadude
in dominant set for some frames. Once a motion estimated
prediction mode is available, motion estimation is perfedm
and can be reused for other partitions.
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Fig. 9. Different tested population size rate-distortiamves for Pedestrian
Area. The curves are essentially co-located.

A more detailed approach is to plot the average difference VII. CONCLUSIONS
between the performance curves for different sampling popu We propose a reduced-complexity way of carrying the
lation sizes, as show in Figs. 10 and 11. The average PSRRdiction mode tests in H.264/AVC for high-definition se-
and bitrate differences between RD-curves were evaluatedgaences. Rather than testing all prediction modes availabl
described in [18]. we search for a “dominant” mode subset. In tests with broad-

We can observe a very small quality loss when prediatast quality coding of HD sequences, results show that the
ing only through dominant modes. This is due to eventuedte-distortion performance is only weakly affected by the
mismatches between the best prediction mode evaluatedpsgdiction mode prunning, although the complexity redureti
the two methods. The rate loss is somewhat tolerated (bel®wsignificant. The method does not require a new decoder
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implementation because only non-normative codec aspezts a
modified. Future work will concentrate on heuristics imple-
mentation for sub-optimal motion estimation techniquéds [8
[10], and on the design of a complexity controlled implemen-
tation of the H.264/AVC codec.
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