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Abstract—Since the HEVC codec has become an ITU-T and
ISO/IEC standard, efficient transcoding from previous standards,
such as the H.264/AVC, to HEVC is highly needed. In this paper,
we build on our previous work with the goal to develop a faster
transcoder from H.264/AVC to HEVC. The transcoder is built
around an established two-stage transcoding. In the first stage,
called the training stage, full re-encoding is performed while
the H.264/AVC and the HEVC information are gathered. This
information is then used to build a CU classification model that
is used in the second stage (called the transcoding stage). The
solution is tested with well-known video sequences and evaluated
in terms of rate-distortion and complexity. The proposed method
is 3.4 times faster, on average, than the trivial transcoder, and
1.65 times faster than a previous transcoding solution.

I. INTRODUCTION

Nowadays, the H.264/ACV standard [1] is widely used
in internet video streaming, Blu-ray discs and several HDTV
broadcasts systems, including the Brazilian standard. In the
past year a new video codec standard called High Efficiency
Video Coding (HEVC), formally known as ITU-T H.265 [2] or
ISO/IEC 23008-2 [3], was introduced by the ITU-T and JCT-
VC groups. This new standard can achieve better compression
rates than H.264/AVC, specifically for high resolution video. It
is expected that HEVC should replace H.264/AVC in most ap-
plications in the near future. Therefore, converting H.264/AVC
bitstream contents to the HEVC standard is an important issue.

Transcoding is defined as the process that converts a
compressed bitstream (referred as the source bitstream) to
another compressed bitstream (called the transcoded bitstream)
[4], [5], [6]. There are several needs for video transcoding.
A previously encoded video data may need to be transcoded
in order to comply with specific network requirements, such
as bitrate, resolution, frame rate, among others. In this work,
however, we focus on heterogeneous video transcoding, which
aims to convert the source bitstream to a different coding
standard, herein from H.264/AVC to HEVC.

The trivial solution to this problem is to fully decode
the source bitstream and completely re-encode it in the tar-
get codec. This procedure is usually referred as the trivial
transcoder. While trivial transcoding can achieve the best
results in terms of rate-distortion (RD), it is a time-consuming
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task. In order to speed-up the transcoding process the pre-
viously encoded information, such as the prediction modes,
motion information and encoded residuals, can be used to re-
encode the video data. This is even more critical in high bitrate
video, due to the large amount of data involved.

In our previous works [7], [8], we proposed a transcoder
that uses machine learning techniques in order to decide which
HEVC modes will be tested. It uses features extracted from
the H.264/AVC bitstream, such as the motion vectors and DCT
coefficients, to build the machine learning model. The main
contributions of this paper is a more robust feature selection
for the training process, and a better CU classification strategy
that targets faster transcoding.

II. RELATED WORK

Despite of a vast literature in transcoding few transcoders
target the new HEVC standard. One of the first transcoders
from H.264/AVC bitstreams to the HEVC [9] is based on the
power-spectrum rate-distortion optimisation (PS-RDO) method
[10]. In that work, the motion vector (MV) cost in the
transcoder is estimated from the MV variation and power-
spectrum of the prediction signal resulting from that MV. The
PS-RDO model is used both for mode mapping, to deter-
mine the HEVC CU partitioning, and for MV approximation,
determining the MV used for each prediction unit (PU). In
[11], another approach to speed-up transcoding to the HEVC
focus on implementing an algorithm using Wave front Par-
allel Processing (WPP) and Single Instruction Multiple Data
(SIMD) acceleration, along with expedited motion estimation
(ME) and mode decision by using information extracted from
the input H.264/AVC stream. Another interesting work [12]
proposes an HEVC transcoder applied to video surveillance.
In this work, each CU is classified in different categories:
background, foreground and hybrid. Different strategies of
CU partition termination, PU candidate selection and motion
estimation simplification are used to reduce the complexity in
the transcoding process.

In our previous works, we proposed several different
transcoding strategies for the HEVC standard [13], [8], [14],
[7]. Our first work used fixed thresholds to determine the
partition of HEVC coding unit (CU) based on the H.264/AVC
motion vectors (MVs) [13]. Although it presented a good
rate-distortion performance over various sequences, it’s main



concern is the use of fixed thresholds, regardless of the content
of the sequences or the conditions of the transcoding (such as
the QP). So, in [7] we proposed a dynamic thresholding to
tackle this issue.

In our most recent works , we proposed a content modeling
transcoder using linear discriminant functions (LDFs), applied
both to H.264/AVC to HEVC transcoding [8], [7] and to
MPEG-2 to HEVC transcoding [7]. This transcoder is based
on two well-defined stages: training and transcoding. During
the training stage, the trivial transcoder is applied (i.e., all
modes and CU sizes are tested), and both the information on
how the H.264/AVC encoded each region (collected from the
incoming bitstream) and on how the HEVC chose to encode
it (collected directly from the HEVC decision engine) are
gathered. Then, this information is used to build a model that is
customised to that sequence and encoding conditions (such as
the quantisation parameters, QPs, coding configuration, etc..).
This model is then used in the transcoding stage to map
H.264/AVC decisions into HEVC decisions. This transcoder
presents a good rate-distortion performance, but it offers a
limited speed-up, since several modes are still tested for each
CUs. Therefore, the main goal of this work is to further reduce
the transcoder complexity, while attempting to limit the rate-
distortion loss.

III. THE PROPOSED TRANSCODER

The transcoder proposed in this paper builds on our pre-
vious work [8], which is denoted here as RT-LDF (reference
transcoder). The new proposed techniques have the purpose of
speeding-up transcoding, and the key differences between the
proposed transcoder and RT-LDF are highlighted.

The proposed transcoder operates in two distinct stages:
training and transcoding. In this paper, we consider only one
training stage, performed at the beginning of the sequence.
When this stage ends, the transcoder builds a model which is
then used in the transcoding stage. Other training strategies,
whether repetitive (i.e., every n frames) or triggered (e.g., when
a scene change is detected) could be used, but are out of the
scope of this paper.

The transcoding operations are based on the HEVC CU.
The decision starts at the LCU (always used as 64×64) using a
top-down approach, continuing recursively for each sub-CUs.
According to the CU depth, different mapping strategies are
used. Since for CUs at depths 2 (16 × 16) and 3 (8 × 8)
the H.264/AVC MB fits the HEVC CU size, a simple mode
mapping algorithm is applied. This algorithm consists on
testing the partitions that are the same size or larger as the
matching H.264/AVC partition. For CUs at depths 0 and 1,
the LDF mapping is used.

For all CUs,regardless if the LDF mapping is used, motion
estimation is carried by a simple MV reuse algorithm. For any
PU size, all H.264/AVC MVs within the area defined by the
PU are considered for integer pixel ME (and only these MVs
are tested at integer pixel level). At the sub-pixel level, the
default sub-pixel search is applied at half and quarter-pixel
levels.

A. LDF Mapping

The LDF mapping consists on using the H.264/AVC infor-
mation in order to decide whether the current CU is split or
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Fig. 1. Flowchart of the CU Decision Algorithm.

not. A flowchart of this algorithm is shown in Fig. 1. First, the
H.264/AVC information in the area defined by the current CU
is used to compute some features, which are then fed into a
LDF classifier. The classification is binary: split and not split.
The main differences between the proposed transcoder and RT-
LDF are in the LDF mapping, regarding both the way in which
partitions are tested, the way that intra H.264/AVC MBs are
handled and the LDF model used.

During the transcoding stage, the LDF classification is
not used only if all H.264/AVC MBs in the current CU
were encoded as intra. Otherwise, the LDF classification is
used (i.e., even if there are intra H.264/AVC MBs in the
current CU). This is different from RT-LDF, where the LDF
classification is only used if there are no intra H.264/AVC
MBs in the current CU. In order to achieve this, the way some
features are computed was modified, which will be explained
in the following section.

When a given HEVC CU is classified as not split, then
all HEVC inter modes at this depth are tested, including the
SKIP/MERGE mode, and the best mode, in rate-distortion
sense, is chosen. The transcoder then moves to the next CU.
Otherwise, if an HEVC CU is classified as not split, then no
HEVC mode is tested at this depth, the CU is split and the
transcoding decision continues recursively for the sub-CUs at
the next depth. This is differently from RT-LDF, where the
SKIP/MERGE is always tested, even if the CU is classified as
split.

B. LDF Model

As in our previous works [8], [7], a simple machine
learning algorithm is used, the linear discriminant functions
[15]. The main reason for this choice is that, since the model
is built online (i.e., during transcoding), we need to use an
algorithm that presents a low complexity training, while still
showing a good performance.



The two most common coding configurations used in the
HEVC are the low-delay and the random access configurations.
Both of these configurations encode subsequent frames with
different QPs. In these coding configurations, a given base QP
is used to encode only the intra frames, and subsequent inter
frames are encoded using a QP offset of {+3,+2,+3,+1}.
This changes the typical RD cost of the CUs in each frame,
significantly changing the way the HEVC mode decision
engine works. In particular, the mode distribution is greatly
affected - CUs encoded with higher QPs (even if the difference
between the QPs is small) are more likely to be encoded
at lower depths (i.e., are less likely to be split), while CUs
encoded with lower QPs are more likely to be encoded at
higher depths (i.e., are more likely to be split). Therefore, we
found that using a different LDF model for each QP improves
the classification accuracy of the LDF model. In this paper, we
use one model for each different QP used. Therefore, we use
three different models for the typical configurations mentioned
above.

In addition to this, the proposed transcoder also makes use
of a different way of computing the features. The features
used here are: (i) the MV Variance Distance (two features);
(ii) the MV Phase Variance (two features); (iii) the Number
of DCT Coefficients (two features); and (iv) the H.264/AVC
Mode Distribution (four features), for a total of ten features.

Before computing the features based on motion vectors for
a given region, all the H.264/AVC motion vectors are scaled
to the same reference frame (if different reference frames are
used). The MVs are then arranged in a list, accounting for the
area that each MV represents in the region (i.e., if a given
MV is used for a 16× 16 region, then 16 copies of that MV
are inserted in the list, while if the MV is used for a 4 × 4
region, the smallest region defined in the H.264/AVC standard,
then only one copy of that MV is inserted in the list). If there
are intra H.264/AVC MBs within the current region, then no
MV is inserted in the list for that H.264/AVC MB. Note that,
since the LDF mapping is only used if there is at least one
inter H.264/AVC MB in the current CU, then this list is never
empty. For instance, for a region of 64× 64, there are at most
256 MVs in this list.

The MV Variance Distance is simply defined as υ =
√

σ2
x + σ2

y , where σx and σy are defined as the variances

of each MV component in the list. Similarly, the MV Phase
Variance is defined as the variance of the phase (computed as
atan2

(

mvk.y,mvk.x
)

) of each MV in the list.

The number of DCT coefficients feature is defined as the
number of nonzero H.264/AVC coefficients encoded in that
region, regardless if the H.264/AVC is encoded in intra or inter
mode. The H.264/AVC Mode Distribution is simply defined as
the area of the region that is encoded with the following modes
by the H.264/AVC: (i) SKIP; (ii) 16 × 16, 16 × 8 or 8 × 16;
(iii) 8× 8, 8× 4, 4× 8 or 4× 4; and (iv) any intra mode.

Some of the features used are computed for the CU
using the following method. First, the feature is computed
considering the total area of the CU (i.e., for the depth 0, the
whole 64×64 region), resulting in a value σ. Then, the feature
is computed for all four sub-CUs (i.e., for the four 32 × 32
regions), resulting in four values {σ0, σ1, σ2, σ3}. Finally, the
two features actually used to build the model (and, later, to
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Fig. 2. Computing the MV Phase Variance feature for a CU Region.

classify the CU) are defined as: {σ,max (σ0, σ1, σ2, σ3)}. The
rationale to compute the variance for smaller regions is to
describe areas that are mostly homogeneous but present a
significant difference in a small region. The idea of using just
one value (the maximum) for the four smaller regions is that
it is not important to describe where this difference happened,
it suffices to describe that it does happen. An example of this
is given in Fig. 2. This procedure is used for the MV Variance
Distance, the MV Phase Variance and the Number of DCT
Coefficients.

IV. EXPERIMENTAL RESULTS

In order to evaluate the proposed transcoder, three transcod-
ing options are compared: (i) the trivial transcoder, using
fast ME and fast mode decision (namely, RT-FAST); (ii)
the reference transcoder based on content modeling using a
dynamic training [8] (namely, RT-LDF); and (iii) the pro-
posed transcoder presented in the previous section. For the
H.264/AVC, the reference software JM 14.2 [16] is used, and
for the HEVC, the reference software HM 13.1 [17] is used.
For all sequences, the QPs are 37, 32, 27 and 22, and the full
length of the sequence is transcoded (10 seconds). Both codecs
are using a low-delay coding configuration with 1 reference
frame. For both RT-LDF and PT, the first 12 inter-frames are
used for training. The results are shown using the Bjontegaard
Delta bitrate measure [18].

First, we compare the accuracy of the new LDF model
compared to the LDF model used in RT-LDF. For this, the first
12 inter-frames of the sequences are used in order to build a
model, and then the trivial transcoder is applied to the next 48
frames. The four QPs are used. The LDF classification, using
the model obtained with the first 12 frames, is then compared
to the result given by the trivial transcoder, which is used
as the ground truth. The results are presented in Table II. It
can be seen from the table that the proposed method is more
accurate than our previous method (RT-LDF) for all but one
sequence. However, for this sequence, Tennis, the difference
is rather small (0.2%) and it can be explained by the presence
of a large amount of intra MBs in the H.264/AVC bitstream.
Recall from Sec. III-A that, in RT-LDF, CUs containing any
intra MB are not considered for LDF classification, whereas
in the new method the LDF classification is only skipped if
all H.264/AVC CUs are encoded as intra.

Table I shows the rate-distortion and speed-up results.
As expected, since the proposed transcoder tests even less
partitions than RT-LDF, it shows a larger rate-distortion loss.
However, it also shows a significant speed-up compared to
RT-LDF. On average, the proposed transcoder is 1.65 (with a



TABLE I. TRANSCODER RESULTS COMPARED TO RT-FAST.

BD-Rate % Speed

Sequence Method Low High Average Up

Kimono1

1920 × 1080

24 Hz

RT-FAST 0.00 0.00 0.00 1.00

RT-LDF 2.45 2.41 2.52 2.26

PT 5.12 4.26 4.70 3.50

Tennis

1920 × 1080

24 Hz

RT-FAST 0.00 0.00 0.00 1.00

RT-LDF 1.04 1.34 1.18 1.36

PT 16.5 8.34 12.2 2.32

ParkScene

1920 × 1080

24 Hz

RT-FAST 0.00 0.00 0.00 1.00

RT-LDF 4.74 2.46 3.62 2.62

PT 8.86 3.81 6.27 3.77

Cactus

1920 × 1080

50 Hz

RT-FAST 0.00 0.00 0.00 1.00

RT-LDF 5.90 3.82 4.90 2.37

PT 12.7 6.98 10.1 3.90

BasketballDrive

1920 × 1080

50 Hz

RT-FAST 0.00 0.00 0.00 1.00

RT-LDF 4.58 3.18 3.98 1.80

PT 11.5 5.85 8.77 3.48

TABLE II. RESULTS FOR THE LDF ACCURACY.

Sequence RT-LDF PT

Kimono1 74.2% 76.7%

Tennis 77.2% 77.0%

ParkScene 77.3% 80.6%

Cactus 78.9% 79.4%

BasketballDrive 75.8% 77.5%

minimum of 1.44 and maximum 1.93) times faster than RT-
LDF. It is important to notice that the coding configuration
used in the tests use only one reference frame - higher speed-
ups are expected if more reference frames are used. Also,
note that the speed-up figures refer to the original HM code
- no software acceleration or parallel processing is used. In
fact, these techniques could be built on top of the proposed
algorithm.

V. CONCLUSION

In this paper we presented a transcoder that performs CU
classification based on a machine learning technique with
the goal of speeding-up transcoding. The proposed transcoder
presents a significant higher speed-up (on average, 1.65 times
faster), compared to our previous works, at the cost of a higher
loss in bitrate. For future work, we plan to further study
the effect of intra macroblocks in the H.264/AVC bitstream
(present in sequences such as Tennis) which still presents a
challenge to the transcoder. Also, CU classification with more
classes (instead of the binary approach used) could be tested
in order to further speed-up the transcoder.
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