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Variable Complexity DCT Approximations Driven by an HVQ-Based Analyzer
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Abstract—Transform approximations are explored for speeding ;’[ K-td-ﬂ .
up the software compression of images and video. Approximations P W

are used to replace the regular discrete cosine transform (DCT) §  |N-point
whenever only a few DCT coefficients are actually encoded. We em- j Kto-l | » DCT i
ploy a novel hierarchical vector quantization (HVQ)-based image B L
analyzer to drive a bank of coders, thus switching to the fastest ,jﬁp-l | -L -
coder depending on the image contents: smoother areas would pro- -
duce less bits than detailed ones but faster. The HVQ analyzer is - " HO'KE <
fast and simple enough to not offset the complexity gains brought —* N-point
by the DCT approximations. The approximations in this paper are ;| IDCT Et' fﬂ:
. . . . : — 1-to- i
applicable to high compression environments, where lower com- —
plexity is also required. — ook =
tr;:;iﬂi?&?ﬁom fax, DCT, fast algorithms, JPEG, MPEG, T%;L Approximated transform to approach a redutégpoint DCT (M =
|. INTRODUCTION II. APPROXIMATING REDUCED TRANSFORMS

N SEVERAL image transmission systems, the image data is!n this paper, we examine the case of the discrete cosine

input or generatedn-the-flyand transmitted immediately. transform (DCT) and concentrate exclusively in the JPEG
This is the case in live transmission of video and stills. In coléfage coding standard, although results would also apply
fax, image parameters are only determined after handshakitfy MPEG. Let blocks havel/ x M pixels and assuming
Hence, as is the case of live production of stills and vided, separable two-dimensional (2-D) DCT, we can analyze a
compression has also to be performed in real time. Comprége-dimensional (1-D)M-point DCT. Imagine that some
sion standards such as JPEG [1] or MPEG [2] rely on sequétocks have no high-frequency content or that quantization
tial transform, quantization, and entropy coding. Typically, awould remove the high-frequency coefficients in such a way
image data is transformed and quantization is applied to evépgt fewer than)M coefficients are actually needed. In this
transformed coefficient. These two steps typically drain a signipaper’s context, eeduced transforns the one wherein only
icant fraction of the compression computation and are indepdiit of M coefficients are actually generated (see, for example,
dent of the image data or of the compression target. Hence, wh#¢and [4]). This can be accomplished by pruning/&rpoint
the contents change along the image, the number of bits pt@nsform, but if one needs to retain only lower frequency
duced per image block also changes, but there is little chang&@efficients wheré/ = KN, there is a “short-cut” for approx-
compression time. As a result, the rate in bits per second that tf@ting the generation of these coefficients as shown in Fig. 1.
compressor produces would change significantly from smodththis figure, the reduced : N DCT can be approximated by
regions to active ones. The problem is that in several transm#.N -point DCT, by first reducing the input vector by means of
sion systems, such as modems for color fax, the transmissfff -to-1 reduction (e.g., pixel averaging). The expansion also,
rate is fixed. A buffer can control and homogenize the speed fisem the N low frequency coefficients to th&/ samples, can
the modem, but, if the compressor is not fast enough, the buff& approximated as in Fig. 1. The method is based on interpo-
might underflow and the connection might time out. lation in the DCT domain and is further studied in [5]-[8]. Like

In summary, we are concerned with systems in which sofft the forward case, the 1-t&- expansion can be the “nearest
ware-based compression is perfornoedthe-flyand where itis neighbor” or any other simple interpolation method.
desirable to reduce computational complexity either to homog-In the JPEG case, typical values de= 1, 2, 4, i.e., reduc-
enize the bit-rate production or to reduce costs. Our goal istiens areK = 8, 4, 2, respectively. For example, in the case

speed up the compression by replacing the real transformatf¥n= 1, only the dc is computed. This is done so by averaging
with a low-cost approximation. all the 64 samples in the input block. Only one sample is quan-

tized and there is no need for entropy coding the ac terms. For
Manuscript received March 8, 2001; revised May 12, 2002. This paper wd€compression, the DC term is directly dequantized and repli-

e The uthor fs wih Xerox Gorporaiion, Webster, NY 14580 USA (e-maieicd for all the 64 block pixels. Wheli = 2, there is an av-
queiroz@ieee.org). ’ ’ érage of 4x 4 subblocks and a very simple DCT (DCT-2 is the
Digital Object Identifier 10.1109/TCSVT.2002.805507 Haar transform [5]).
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Apart from reduced-frequency DCT methods such as [3] and 35 %6 48 49 ST S8 2 63 35 36 48 49 5T S8 @ 6

[4], there are also other efficient methods to simplify the DCT

step [9]-[11]. This paper’s new ingredients are the bank of reig. 3. JPEG's zigzag block scanning path and low-frequency subblocks for

duced trasnsforms and a front-end analyzer that is fast and Yo 124

bust enough to drive the effective switch among the reduced S ] )

transforms. In fact, our analyzer can be used to aid the meth@j& nonzero coefficient ifu(n)} in a given block. We select

in [3], [4], [10], and [11]. N = lllf N, =0, N =2if N,, < 5andv(3) = 0,_a}nd
The use of the reduced transforms may result in signal losd¥s= 4 if Nm < 14 andv(10) = 0. If none of the conditions

which can be further emphasized through their approximatioff$cUr, We use a regular transforkh= 8. The above conditions

It is advisable to only apply the reduced transforms whenev@€ trivial, except for the cas¥ = 4, where we did not test all

there is no need for the high-frequency information. the data within a 4« 4 subblock because it would require testing
whetherV,,, < 25 plus checking if nine individual coefficients
. T RANSFORM ADAPTATION are nonzero. In this method, only three out of 16 coefficients are

kept “outside” the 4x 4 box by testing the end of the vector at

Straight application of the reduced transforms can caugf: 14th instead of the 25th element. Tests show that the pro-
image degradation. In the best scenario, the image blockpissed simplification does not impact selection significantly, de-
analyzed and one coder is selected based on image conteffe reducing computation.
so that it would save computation without compromising the Experiments were carried to compute how much time a real
image quality. The analyzer complexity overhead has to be SUIPEG decoder would save by switching reduced transform ap-
as to not offset the gains obtained by switching transforms. Thgoximations as we propose. Fig. 4 shows the frequency of oc-
overall diagram is depicted in Fig. 2 for the JPEG case, wheg@rrence of blocks in each class as a function of the compression
the encoding system is shown faf = 1, 2, 4, along with the ratio for several images. The relative complexity, as measured
normal encode(N = M = 8). Note that reduced transformsjn decompression speed in a Sun Ultra Sparc architecture ma-
may also imply reduced compressors. chine, is also shown in Fig. 4. The overall adaptive decoder is

The key to select the coder is to determine if there are higlypically more than twice as fast as the normal decoder. In our
frequency contents in a block or not. Actually, one may want tperiments, the adaptive decoder did not produce any signif-

use the smallest transform that would encompass all the relevigaht alteration in the image as compared to the normal JPEG
high frequency data in a block. decoder.

A. Decoder Adaptation B. Encoder Adaptation

Decoder adaptation is trivial in the sense that one can observ&he decoder adaptation is more trivial since the data are
the compressed data and compute the highest frequency nonzeadlily available and need to be decompressed anyway. When
DCT coefficient in a block. In JPEG, the DCT coefficients areompressing the image, if all the coefficients are computed
qguantized and the block is scanned into a vector followingaad available, there is no need to use any reduced transform or
“zigzag” pattern [1]. Let{v(n)} (0 < n < 64) be the vector coder. We have to estimate if there will be nonzero coefficients
containing the 64 quantized samples of a given block. Referringtside the boxes shown in Fig. 3, but without adding signifi-
to Fig. 3, one can easily identify which are the vector entriemant complexity. Otherwise it would be wiser to spend the extra
corresponding to the lowest frequencyk 1, 2x 2, and 4x 4 computation to perform the full DCT.
coefficients, e.g.{v(0),v(1),v(2),v(4)} compose the lowest Forward adaptation means that the analyzer should find the
frequency 2x 2 subblock. smallestN for a given block without losing high-frequency in-

The general process is to verify whether there are no nonzéoomation. We propose to use hierarchical vector quantization
coefficients outside the boxes in Fig. 3. However, testing taqblVQ) as the data analyzer [12], [13]. HVQ is based on lookup
many coefficients can be costly and can partially offset the gaitables (LUTSs) and can easily map arx® image block into a
provided by reduced transforms. L€}, be the maximum index codeword with only six levels of LUT (63 LUT). As in any VQ
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Fig. 4. Top: typical frequency of reduced inverse DCT size usage in JPE(C
decompression. Bottom: relative complexity of the proposed algorithm
compared to normal JPEG decompression.

Fig.6. Comparison between actual and estimated maps of reduced transforms.
From black to whitelN' = 1, 2, 4, 8. (a) Actual and (b) estimated via HVQ

system, this codeword maps to a representative block which@= 3Q. in both cases).
supposed to approximate the input data. Like in the HVQ-JPEG

case [14], we can use HVQ and map the output codeworddg ¢, peing a perfect representation of the input system. For
something else than a reconstruction block. In our case, 18 g pjocks we used six stages of 10-b codewords and yet the
ou_tpu_t co_dewor_d is mapped directly to a number_between 1 azg'ﬁiproximation is very rough. As a result, the analyzer may mis-
L indicating which coder should be used for the input block. judge the input data. To minimize error visibility itis a good idea
The LUT design is simple. The HVQ steps are designed usifighe conservative, i.e., bias toward the slower coder in the HVQ
standard HVQ techniques. The mapping from codewords to §apping design phase. A comparison between actual and esti-
coder indices is done by correlating the HVQ output to a clagyated block classification maps is carried in Fig. 6. In that figure
sifier's output for several images [15]. For each block and forggyrk regions mark the blocks where only the DC is computed
given quantizer table, the classifier design decides which is thg — 1). Lighter regions indicate blocks wheré = 2, 4 or
smallestV such that theV x IV lower frequency subblock con- v — g for white pixels. It assumes a quantizer talle- 3Qp
tains all the non zero coefficients. The choice\oéind the HVQ (¢, is JPEG’s default quantizer table [1]).
output for every block are correlated. Atthe end of training, eachThe classification estimation errors are generally acceptable,
HVQ codeword is associated with the encoder selected by #ginly for high compression ratios. Fig. 7 shows objective eval-
classifier in the majority of the blocks in which such a COdeWOfgationS Comparing the proposed System with regu]ar JPEG. It
was produced. shows the peak signal-to-noise ratio (PSNR) related to the com-
The projected relative complexity of the proposed systemgsession ratio (or bit rate) for two examples. It also shows the
shown in Fig. 5. This estimation includes the HVQ analyzer araverage PSNR difference between methods for several images.
the JPEG compression components other than the DCT (qua@he proposed fast method with an HVQ-based analyzer is typ-
tization, variable-length coding, etc.). We use the term “esieally comparable to the regular compression method for high
mated,” instead of “measured,” simply because we have not yetmpression scenarios. As the compression ratio decreases, the
integrated the HVQ system with the JPEG one. Hence, we wgn@posed system yields images with lower relative quality. In
forced to record time independently for each part. Nevertheleasy case, the decrease in objective performance is typically less
the proposed system is to be twice as fast as JPEG for high cadhan 0.7 dB for the bit rates of interest. Fig. 8 shows decom-
pression ratios. Image quality, however, is not granted. HVQsessed versions of image “mixed” after compression to a bi-
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Fig. 7. Compression results for both regular JPEG and the proposed system (using an HVQ analyzer). Average PSNR difference computed using five images

compression is to mask the effects of the approximation which
can typically halve the overall computation for low bit rates
and where JPEG/MPEG compression of the data blocks is al-
ready discarding too much visible information. In other words,
savings come from not computing information that is not en-
coded. Multiple reduced transforms and coders are employed
and coders are selected according to the results of an analysis
of the input block. Such an analysis is performed very quickly
via an LUT-based method derived from HVQ. The method was
shown to be efficient to substitute the DCT in JPEG for low bit
rates.
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