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In this paper, DPCM was applied to Pyramid Coding strategy forming a simple
and feasible hybrid extrasinterpclative scheme. The Pyramid DPCM bad the

primary iIntenticn of Increasing the interval

between samples in DPCM.

Furthermeore, it has beecn shown that lewer bit rates than regular DPCM are

required Tor high guality resulting images.

1] INTRODUCTION

[n DPCM TV CODEC's, the sampling rate lies near
IOMHz, leaving an interval between samples in ths
order of 100ns and not allowing much time for all
the needed processing. Due to the high degree of
complexity of the CODEC's which have been lately
proposed, their implementation could become a very
difficult task. In the proposed scheme, adding
parallel computation, this interval would increase
ta 200ns  and  400ns, maintaining quality and
reducing  bit-rate. It also  allows frequency
differenciated coding, llke Sub-Band Coding (L],
multiresolution, progressive  transmission  as  well
ag DPCM simplicity. Due to this fact, we do oot
expect greal savings, but considerable performance
Improvement when compared with regular DPCM under
the same conditions. That led wus toc a comparative
behavior throughout this paper,

2] PYRAMID DPCM

The pyramid technigue for progressive coding of
images can be feund in [2] and [3]. Let the
original image be an array of NxN pixels (with N
an integer power of Z) represented by ordering its
lineg in the sequence x(n), Let the sequence x'(a)
be obtained by prefiltering and decimating =(n),
with  further interpolation  of  the decimated
signal. Here, it is considered a 2-to-l decimation
and band restriction Tactor. In  the pyramid
construction process, we have made use of the
following notation

J-;O(n] = x(n)
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xk{n} decimated

xk+][|1} = xkinl by interpolation

Lk{n] = xkinﬁ - x;{fn] k=th1,...,M-1. (E1)

To recover x(n] we only need 1o reverse (E1) with
the knowledge of

X (n)=L, (n); LGinJ:Ll{n};-- (ml

iy

In this Pyramid, there is an overhead of recorded
nedes [3], which amounts roughly to doubling the
number of original image pixels. However, if we
had mads wuse of a Reduced=Pyramid [3], these
numbers would be equal. This pyramid scheme could
e achiaved without prefiltering before
decimating.  With proper  Interpolative filtering,
half the samplez in x'(n} would be coincident with
those in xin) and, therefore, the difference
between them does not need to be eodad,

In order to make the Pyramld feasible, we will
restrict our attention to 3-level Reduced-Pyeamid
(M=2). Mote that L2(n] and Li(n) would contain 1-4
of the nodes and Loin) 142 of them. Lz is also
composed by 174 of the original samples of xinl.
It we code Lz with DPCM, its samples would be
coded by taking the dilfferences between the
samples and extrapolative predictions of them (1],
Since L1 and Lo are formed by differences between
interpolator’s  output and coriginal samples, the
whole system could be viewed as a hybrid inters
extrapolative  prediction  scheme for DPCM ( or
predictivesinterpolative  J,  The Lkeypoint in this
approach Is  the reduction of entropy of these
differences due to the improved performance of
interpolative  prediction  when  compared  with
extrapalative one. Furthermore Lz's DPCM will work |
with a 4 times longer sampling interval.

In Figure 1 the steps towards the DPCM pyramid are
pursued, as follows

il Decimate, by 2 and 4, x=in) in order to Find
xl(nb e xz[r.J.

i) Code =, (nl with a regular DPCM, therelore
Lzin} is formed by the differences between x,ln
samples and their predicticns.
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Lofn)l = sample location
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Li{n) - sample lecation

FIGURE 1 = EXAMPLE.

iif] Interpolate x; (n) and let Loln) be formed by
the errors of this interpolation and xin). Do not
code  the  errors  corresponding  to samples
represented in x]tn].

iv) Interpolate x _(n) and let Liln) be formed by
the errors of this interpelation and x (n), Do not
code  the errors  corresponding to  samples
represented In xz[n],

In Figure 2, the Pyramid DPCM structure is
presented. Mote that, in DPCM CODEC, locally
decoded values of its input (L] are used. Note,
alse, that this strategy is alse applied to the
construction of lower levels. In this figure, the
filters are the interpelaters and DEMUXZ and MUXZ
are devices that divide and reconstruct,
respectively, their input samples (even-n samples
for one branch and odd-n for the other).

Being «, 8,7 the mean bit rates for Lz's DPCM, Li,

Lo, the global bit rate praduced by the Pyramid
DFCM s given by :

R=la+f+2r ) o (E2)
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FIGORE 2 - PYRAMID DFCM TRANEMITTER AMD RECEIVER

3) EXTRA/INTERFOLATIVE FREDICTORS

Let x(n) be the predicted value of xi{n) In DPCM.
With & and ¥ as filter and input vectors, we have:

x () = ab ¥ (E3)

f=lxin-1] ; a=l1] ;

1'=[xln-1) xln-1-L) x(n-L)] ; &=[1 0.7 0.7] ;
F=as in (4] ; A=[1 -1/2 1/2 -1/2 1/2] ;
¥°=[x(n-1) x(n-2} x(n-3)] ; A= FLS adaptive ;

Where L is the sample length of cone line In a
field and these =ets ¥=2 represent Past Sample,
Intrafield, Interfield [4], and FLE adaptive [5]
prediction  approaches, respectively.

The interpolator here used is a discrete extension
of the Cubic Convoluticn Kernel [6] [7] due to its
extreme  simplicity  (even  considering its 7
cocfficients), adequated polyphase  structure  [8]
and good performance. According to the sampling
rate of an upper level, we have a FIR [ilter
interpolater given by its impulse response as



hiD)=1 h{x2)=0 h(21}=9/16 h(t3)}=-1/16

g
x (2041} = {x.k{n]+xktn+l]]ﬁ T

i .
-(x, (n-104% (n+2])— + L {n (E4)

for k=1 and 2, nuC-,l...,Nfzk [inta one linel.

4) REGULAR x FYRAMID DFCM

By comparing the standard DPCM with the Pyramid
DPCM, we mav say that the main advantages of the
later are :
alBetter data
predictian
extrapolation
possible  to

(i}  the
over
that is
quantization

due  to
interpolation
and {ii) to the fact
adapt  three distinet
procedures, ong  for  each  level, optimizing
coding  and achisving improved subjective
performance in comparison 1o the regular scheme.
blEnlargement «of processing  interval  betwesn
samples. Those Intervals are 4 tlmes longer in
Lz and Li and 2 times lenger for Lo, (Ses Flgurc
1}.
clFacility to extend to a Multiresoluticn approach
by conditional progressive transmission

compression,
gain of

The main disadvantages rise from the needs for

apropriated logic to multiplex those levels and
for  the addiction of parallsl computation to
conventional DPCM. For comparisons, Inoa [iest

step we evaluated the error entropies. Let plk) be
the probability of X=k (k £ K); the entropies,
here considered, are given by :

H [X] == F pli) Jbgzr:-[i] [ES)
igk
HO = H [xin)] ({Efal
Hl = H [x(n)=x(n=1}] (EaL]
M4 = H [x{n]-xin-a}! (E&e)
Hri = H [Liin}] (Eod)
Hre = H [Lolnl] [Ede)
MNow, in order to compare the full-image and Lz

DPCM coding for past-sample predicticn, we must
compare Hi and H4, Howewer, the entropy gain (G)
must also take into account Hie and Hiw In table
[, the results of +tests over 3 images are
presented leading te a mean gain around 0.2 bpel.
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G =HI -

HI‘+HT;]+2HLD (ET

The prefilter used was an oplimal [9]

15-tap FIR

filter. Slmilar results were found with a 23-tap
Hanning-weighted FIR [ilter. Repeating the process
far Intrafield, Interfield and Intraline
FLS=adaptive  prediction  approaches, it was
verifled that the mean gain decays  with
predictor's improvement. Frem 0.4 b pel
(Intrafield) to 0.2 bApel (Interfield and FLS)
with prefiltered inputs. However, with unfiltered
inputs, the mean gain decays from (W15

[Intrafisld) bspel to 0.07 brpel (Interfield).

For coding simulations, we used exactly the same
DPCM fer Lz and for the full-image. This includes
adaptive two-dimensional prediction and fixed 31
level  scalar  quantizer, Far the prediction
equations we used intrafield prediction updated by
a 2D LM3 algorithm [10] with p=0.1/2550

Alp+l) = A(n) + u (xin] - ::I:::J] X (ER)

coded with a fized 7- or 9-lovel
quantizer, and L1 with a ll-level fixed quantizer.
Since we are Invoking scalar  guantization  with
Huffrnan coding, the lewer bound for each quantizer
mean bit rate is 1+ bepel. Figures 3-3  show
comparative details extracted from reconstructed
images. In these, the upper left quarter (UL) Is
extracted from original image; upper right (URD
{Lo:7 levels); Bottem Left (BL} @ (Lai9  levels);
Bottom Right (BR); Standard DPCM. Those results
are sumarized in TABLE IIl, indicating overall SNE
and global mean bit-rate. In the comparative
images, the high-quality reconstruction of Images
can  be directly inferred, since the processed
images are practically undistinguishable from the
ariginal, but Peramid- Coding required lower
bit-rate,

Lain) was

5] COMCLUSION

We tried te prepese Pyramid DPCM as an alternative
to conventicnal DPCM in high sampling rate coding
environments. One  point  that must be strongly
enphasized is that the results here achieved are
too Tar from optimum. They are relevant when

If prefiltering is permitted, as in TABLE 11, the Zg;ﬂdﬁif'edg w::u tjm”d:.wfn Dyi:t':.-"ﬂ] u;fhf;m.:lheqcﬁiﬂi
mean gain rises to 0.5 bApel. This prefiltering W a]mn-[' bl 2 Imum tiv “Et}e }:=_ : -'L'-' ;
will improve interpolation, eliminating aliasing, ;E;ES dcple: ﬂ adrE;t'l'h{E a.:i_ rn? ':"E Dﬁj‘n‘l_mmg
but it will slightly corrupt the samples in L. Ian . Pyramid an "M coding 'ar  achieving a
F superior performance.
TABLE 1 _ TABLE I1
IMAGE| HO | HI H4 | Hio| Hoi| @ H4 | Huo| Hu| ©
i i et =
BEACH|7.33|4.61(|5.97|2.4%9|4,79(0.18|5.84|2. %] 4_45|0.4U
ZELDA|6.97|3.40|4.93|2. 16(2.81{0.38|4.86|1 _50|2.42|0.67
KITCH|6.96|3.56|4,90|2.59)3.56|0.154.78 :_93‘3_19 0.42
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TABLE I11:Bit-Rate(bspel);SMNR(4B])
|IM!LGE|L'R PYR 1|BL PYR Z|BR DPCM
2ELDa|1.45x4n 1.85743 |2.4/46
KITCH| 1.8/45 | 2.2/49 |2.5/54
.EIEA.CHl 2.5/36 | 2.9s38 |2.2/39
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FIGURES 3,4.5 — COMPARATIVE IMAGES



