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Three-Dimensional Subband Coding Techniques for
Wireless Video Communications

Hong Man Member, IEEERIicardo L. de QueirgZSenior Member, IEEEand Mark J. T. SmithFellow, IEEE

Abstract—This paper presents a new 3-D subband coding for video processing and transmission. In a wireless video com-
framework that is able to achieve a good balance between high munication system, it is particularly desirable to achieve high

compression performance and channel error resilience. Various compression and computation efficiency while maintaining an
data transform methods for the decorrelation of video were exam- . .
error-resilient coding structure.

ined and compared, including subband filtering, discrete cosine h 9> L .
transforms, discrete wavelet transforms, and lapped transforms. ~ Current high-definition television (HDTV) broadcasting
The coding stage of the algorithm is based on a generalized standardsATSC A/53A,ITU-R BO.1211 ,ITU-T J.83 ,
adaptive quantization framework, which is applied to the 3-D ETS 300421, etc.) normally consist of a standard video
transformed coefficients. More specifically, it features a simple coder (e.g., MPEG-2) concatenated with a channel coder. This

coding structure based on quadtree coding and lattice vector quan- has b tvpical h adopted i id i
tization techniques. In typical applications, good performance at as been a typical approach adopted in many video applica-

high compression ratios is obtained often without entropy coding. tions involving wireless media. Most standard video coding
Furthermore, because temporal decorrelation is absorbed by the methods [1], [2], nameNSO MPEG-(1,2,4) and thelTU
transform, traditional motion compensated prediction becomes H.(261,263,26L) , have very similar coding structures.
not necessary, which results in a significant computational ad- They generally contain a discrete cosine transform (DCT) [3]

vantage over standard video coders. The error-resilience feature di hin th tial d . d ti
is achieved through classifying the compressed data streams into €00ING approach in the Sspafial domain and a maotion-com-

separated sub-streams with different error sensitivity levels. This Pensated predictive (MCP) coding approach in the temporal
enables a good adaptation to different channel models according domain. Over the years of standards development, compression

to their noise statistics and error-protection protocols. Experi- efficiency has been improved, although at the expense of extra

mental results have shown that the subband video coder is able ; ; ; ;
) , b ) m ion complexity. However, littl ntion h n
to achieve highly competitive performance relative to MPEG-2 Co. putatio CO. .p exity. However, little attentio as bee
paid to error resilience.

in both noiseless and noisy environments. Furthermore, lapped . .
transforms are shown experimentally to outperform the other In this paper, we study the effectiveness of 3-D trans-
transforms in the 3-D subband environment. The subband coding form-based video coding methods with emphasis on compres-

framework provides a practical solution for video communications  sjon, computation, and error resilience. Although many 3-D
over wireless channels, where efficiency, error resilience, and yansform coding methods using DCTs, general subband de-
compuyatlonal simplicity are vital in providing superior quality compositions, and discrete wavelet transforms (DWTs) [4]-[8]
of service. ’

have been proposed over the last decade, they have not yet
found major application because of their high computational
load, and increased memory requirements, for a moderate
compression performance improvement. The objective of this
I. INTRODUCTION work is to demonstrate the advantage of 3-D transforms over
%CP in certain video applications.
Fig. 1 shows a block diagram of the encoding/decoding struc-
re of the proposed video coder. It consists of two sequential

tion. Data rates for high resolution digital video are general the 3-D t ¢ for data d lati dth i
very large, and therefore are typically compressed before tral La_ges. € o-L transtorm for data decorrefation, and the guanti-
tion/coding stage which is applied to the transformed coeffi-

mission. Wireless transmission may induce high bit error raté® s S 13Dt f thods h b imol ted
(BERSs), which can be problematic for compression algorithm%Ien S. Several 5-U transiorm metnods have been implemente

At the same time, wireless users more and more rely on portal ég:gs wt(?]rk IIJDS\;\?_IQ_' the(IthCT, tlhe un(ljfotrm s;;bbandij_l?colinposmon
computing devices, which have only limited computing pow ) the » and two lapped transforms (LTs) known as
the lapped orthogonal transform (LOT) [9], [10] and the lapped
bi-orthogonal transform (LBT) [11], [12]. We have also ap-
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Fig. 1. Encoding/decoding structure of the subband video coding algorithm.

tive quantization and coding technique. Section IV discuss ' 1

the error-resilience features of the video coder, and Section | oo
presents the simulation results along with a brief analysis. T ; i I i P —
paper ends with some conclusions in Section VI. g licpa

s

[l. 3-D DATA TRANSFORM l I 5 ' ! I I I Hecis

Transforms are generally used in compression systems to ()
achieve data decorrelation and energy compaction. Popu'~~
transforms of this type (e.g., DCT, USB, DWT, LOT, and LBT, | - | brbmd
commonly have a frequency selectivity property, i.e., the R, Fan gne Jae g o T T
partition the input data into a series of frequency bands tt | .
collectively cover the entire spectrum. If the input is a naturi | e ! | I Bie bcks
image or video signal, most of the energy will be packed ini | ..f
the low frequency subbands after the decomposition. At tl | . . i ", | [ p———
same time, the transformed coefficients become less correla ol
than the original data samples. These features can help the )
coding stage achieve very high compression efficiency.

The DCT has been widely adopted in the image arfdp- 2. Operating procedures of the DCT and the lapped transforms. (a) DCT

. . . . is_performed with each data block. (b) Lapped transform (LOT or LBT) is
video coding standards because it provides excellent enefy
compaction for images and can be implemented with fast algo-
rithms. For a 1-D signal broken into a sequencelbfsample  5ppied to the signal. The adjacent input data blocks overlap
blocks, the forward and inverse -point DCT can be expressed,yith each other, as depicted in Fig. 2. Recognizing there is
as

ormed on overlapped data blocks.

freedom in selecting the amount of overlap, for simplicity in
this paper we will focus on LTs whose overlap factor is 2, i.e.,
the input data block as well as the transform basis have length
wherex,, is the mth input block andy,,, is its transformed L = 2M.In this case, the forward and inverse LT matrices are

Ym = Dx,, and Xm = DTan (1)

version. TheM x M transform matrixD has entries represented by thé/ x 2M matricesP and Q, respectively,
. ) such that
d.. = 3 k. M (2)
i _”M 5 COS Wi P=[Py Py and Q=[Qo Qu] (3
whereko = 1/v/2 andk; = 1for1 <i < M — 1. Thus, the forward and invergd -point LT can be expressed as

The DCT is usually implemented on a block-by-block basis, _ AT T
as shown in Fig. 2. Likewise, the coding process operatg » = Poxm—1 +Paxt ANd X = Qrym-1+ Qo ¥m-
mostly within each nonoverlapping block. This approach leads (4)
to “blocking artifacts” at high compression ratios. In such a | the popular LOT case, the LT matrix is constructed as
situation, the edges of the data blocks become visible and the
appearance of the picture frames becomes noticeably degradqf;ILOT _ [IM/2 0 } [De - Do, Ja172(De = Do)

The LOT was introduced to overcome this problem by per- 0 Vg]LD.-D, —Ju/p(D.-D,)
forming the transform using data collected via a sliding window (5)



388 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 12, NO. 6, JUNE 2002

original

where ' data

D. M/2 x M matrix with the even-symmetric basis LIil/\-LPF

functions of the DCT matridD; | I |

D, matrix of the same size with the odd-symmetric  pr__—" e pE_— N_HPF

basis functions; | I I I

I,/,» identity matrix;

JM//Q reversing or counter-identity matrix, i.e., the onl\,t| /l\ | '/I\ | /I\ | ’/l\ transformed
nonzero elements are 1s along the secondary (I data
verse) diagonal.

Vg M /2 x M/2 orthogonal matrix, which can be de- (CY
signed to achieve good coding gain and to be eff N
ciently implemented [9], [10], [13]. ' Soiginal

Both matricesJ ;2 andV g have sizeM/ /2 x M /2. The LOT LMF

is said to be orthogonal so th@.or = Pror. | | |

With overlapping bases, the amplitude transitions acro  rpg /\HPF

block edges become smoother than in the DCT case. At { I I

same time, because the forward transform takes more inj /\

samples to produce the same amount of output coefficient~=| transformed

can improve the data decorrelation capability as compared data

the DCT. (b)

. Althoggh the L_OT can SImelcant_ly_ reduce the “blocking arT:ig. 3. Operating procedures of the USB and DWT transforms with uniform

tifacts,” it may still produce some visible block edges. A smaljng pyramid decompositions. (a) Three-level uniform wavelet transform.

modification of the LOT yields another transform: the LBT [11]{b) Three-level pyramid wavelet transform.

which is aimed at minimizing the edge discontinuity. With this

modification, the bases are no longer orthogonal, and the f@fansform level, a typical subband decomposition or DWT ap-

ward and inverse transforms become different.er 2M, an  plies a low-pass filter (LPF) and a high-pass filter (HPF) sepa-

LBT forward transform matrixPy s is given by rately to the whole input sequence. The two output sequences

Ly/s O } |:De ~YD, Jy,(D.-YD,)] &€ down-sampled by two so that their combined length will be

the same as the original sequence length. This procedure is re-

D. =YD, —Juyo(De —TD,) peated for both the low frequency and the high frequency subse-

(6) guences inthe USB, but only to the low frequency subsequences

Pipr= [ 0o v
R

and the corresponding inverse transform matrix is in the DWT. By successive applications of this filtering opera-
tion, the original sequence can be transformed into a series of
Qier = {IM/2 0 } subsequences, each representing a specific frequency subband.
0 Vg The inverse transform is obtained through the synthesis proce-

dure where the subband sequences are up-sampled by two and
} (7) low-pass or high-pass filtered at each transform level.

. [DF, ~Y7'D, Jpyp(D.—-YD,)
Itis clear that an\/-point DCT, LOT, or LBT can be viewed

De - ‘rilDo _J]\l/Q(De - ‘rilDo)

where Y = diag{V/2, 1 1} andY~! = diag{1/v2 as anM -band uniform subband decomposition. In this case each
1 1}. The LBT Ca’n k;e irﬁ?plémented in the same way a;s tsybband contains exactly the same number of transformed coef-

LOT, and it generally achieves better energy compaction perfd£'€Nts, and they are the same frequency components collected

mance than the LOT. Further improvement can also be achie By all the transformed data blocks.

by using the generalized LBT (GLBT) [12], [14], [13] in which. These 1-D transfgrm methods. can be easily extended to 2-D
images by successively performing the 1-D transform on each

U 0][D.-D, Jyp(D.-D,) 8 of the rows, and then on each of the resulting columns. For 3-D
0 V} |:D€ -D, —Jpp(De— Do)} ® video, an extra 1-D transform can be applied in the temporal
L . direction.
and the corresponding inverse lapped transform matrix is In terms of computation, the LBT and LOT are more com-
U-! 0 D.-D, Jrr2(De —D,) plex than the DCT but simpler than the DWT and subband de-
0 V1:| |:De —D, —Jya(D. - Do):| c_omposition. If_we use WeII-knowr_w conservaf[ive imple_menta-
9) tions, one can implement an 8-point DCT us#@operations
(additions or multiplications). An 8-point LOT or LBT can be
whereU andV can be anyM/2 x M/2 nonsingular matrix. implemented with82 or 83 operations. The generalized ver-
The U andV represent the degrees of freedom of the GLBT.sion of the LBT can be implemented with slightly more than
From an implementation point of view, the subband decoridOoperations. As a reference, the DWT using the biorthogonal
position and the DWT represent a different class of transfor®.7 filters [15] can be implemented usii§1 operations for a
These transforms are usually achieved through successive Jilstage pyramid decomposition. Much more can be said about
tering of the original data sequence, as shown in Fig. 3. At eaichplementations and techniques for reducing computation for

Pipr = [

QLBT = |:
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all these transform methods. We will not discuss those efficiel =" { e P
implementations further, except to point out that both the sut ' | i_ &l
band/DWT and LOT/LBT can be implemented efficiently using == g EEE ol
ladder filters[16]-[18]. The ladder stages for filter banks can | I ’:]' J'ﬂ
be obtained through the Smith decomposition factors [19]. Th

best factorization for LTs is still under study. Fig. 4. Example of a 3-D quadtree coding procedure, where shaded regions

represent quadtree branches containing one or more signitiné(g).
I1l. ADAPTIVE QUANTIZATION

The proposed video coder is an extension of the subband Ipeursive way, until each of the leaf branches corresponds to a

main adaptive quantization technique introduced in [20], [21 cgon that does not contain any significantt or contains only

i R cPeunit. Once aunitis labeled as significant, it will remain sig-
Adaptive quantization schemes have demonstrated extraor 3 . .
nary compression efficiencies in subband coding of images n cant d.urmg the following Iayer.passes. The. 9“.""dtfee struc-
Alife obtained at the current layer is used for initialization at the

video sequences [2.2]_.[26]’ [5], [6] UnI|ke_ conventional Subf'i)llowing layer, where a new threshold value is calculated by
band domain quantization approaches, which normally allocate

Scaling down the current threshold value.

a fixed bit rate for each of the subbands, adaptive quantizatior}: . .
. . S .. For each layer pass, the above procedure is equivalent to the
techniques are able to apply different quantization rates to dif-

ferent coefficients inside each subband with little or no gecr)(_acurswe application of the following test to each leaf branch

metric constraints. This is accomplished by identifyaignifi- which corresponds to a region that contains one or more signif-

cant (or important) coefficients inside each subband and pe}gantunlts

forming quantization at bit rates according to the importance of 1) If @ quadtree branch corrgsponds to a region with one or
the coefficient. The importance of a certain coefficient is mea- ~ More significantnits, then:

sured by its contribution to the overall quantization fidelity. The a) Append 1" to the map bit portion of the data
quantization rate distribution is then encoded implicitly or ex- stream.
plicitly and transmitted to the decoder as a part of the com- b) Ifthe subject region has more than amet (number
pressed data stream. of units should be a multiple of 8), then:

In the proposed video coding structure, all the subband co- — decompose this region into (2 2 x 2) sub-
efficients are grouped into pixel blocks, which we call quanti- regions;
zationunits, after which quantization/coding is applied to each — apply this test from the beginning to each of the
unit in relation to its magnitude. The magnitude of eacit is eight resulting sub-regions;
represented by it&; norm. In order to achieve an embedded bit Else:
stream, the quantization/coding stage is carried out in layers. A — quantize the singlenit at the same layer. This
scale-down factor is used at each successive layer to control the test will henceforth not be applied to suchigit
ratio of maximum magnitudes between the subject layer and the in all the following layers.
previous layer. In our implementations, the scale-down factor 2) Else:
is set to one half, therefore the layers essentially become bit 1) Append 0’ to the map bit portion of the data
planes in magnitude. The significance ofiait is determined stream.
by comparing its magnitude with a threshold that is associated 2) Applications of this test to this branch end at the
with the subject layer. The threshold will also become the upper subject layer, and the test will be applied again to
bound of the maximum magnitude of the next layer. For quanti- this branch at the next layer.

zation/coding of the coefficients, two operations are performedQptional arithmetic coding can be used for further compres-
during each layer pass: AP operation and thQUAN op-  sjon of the decision symbols from the quadtree coding proce-
eration. dure.

The MAP operation identifies the significaninits at each  Once a significantnitis identified, quantization is performed
layer and codes their locations through a 3xliadtree repre- ysing a multistage residual lattice vector quantizer (LVQ). We
sentation. It produces a sequence of bits in the output bit stregBhote this stage as tBUAN operation. All the quantization
that we call themap bits. Fig. 4 illustrates the coding processndices are stored in thguan bit portion of the output data
of the 3-D quadtree structure. For each subband, the significggeam.
units,or theunitswhose magnitudes are larger than the current An LVQ codebook contains highly structured lattice points
threshold value, are coded following this 3-D quadtree structusgat effectively span the signal space. It does not require any
If a subband is found to contain one or more significanits, training and can be implemented efficiently without codeword
the symbol 1”is produced, and this subband will be evenly splistorage. Two different LVQs have been designed for vectors
into (2 x 2 x 2) regions. Each such region corresponds to a 3+jith size of (2x 2 x 1) at different quantization stages. Both
quadtree branch. If any of these regions contains one or mare derived from the root latticg,. A 6 bits/vector sphere trun-
significantunits,the symbol 1" is appended, and the region will cated LVQ is used for the first stage quantization, which has the
be further split into (2< 2 x 2) sub-regions (or sub-branches)ability to achieve sufficient shape gain. It is obtained by trun-
Otherwise, the symbol" is appended, and no further tests willcating the root lattice at the radius of 3, which produces an LVQ
be performed on the subject branch. This process continues inith three energy shells and 64 symbols. The energy measure
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Fig.5. PSNR performance of the 3-D subband video cdd&B DWTandthe Fig. 6. PSNR performance of the 3-D subband video cod&8 DWTand
MPEG-2 coder for “Akiyo” sequence in noiseless environment. (a) 0.25 bpp thre MPEG-2 coder for “Hall Monitor” sequence in noiseless environment. (a)
760320 bps. (b) 0.50 bpp or 1520640 bps. 0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps.

for sphere truncation is thi; norm. A 4 bits/vector cubic LVQ in the case of data transmission over noisy channels. A single bit
is applied to all the successive refinement stages, which guararror may cause a loss of synchronization between the encoder
tees the convergence of all the quantized approximations. Bgd the decoder. Therefore some digital video broadcasting
fore truncation, the lattice is shifted by the vector (1/2, 1/2, 1/3tandards have specified bit error rate (BER) requirements
1/2). The truncation radius is set to 1 (in.) so that 16 code- within 10-1° to 10-!! for the video source coder such as
words are obtained for each vector. MPEG-2 to operate properly. This BER range is referred to as

For progressive coding, each quantization stage is CO”SiStQﬂ}asi-error-free” (QEF), which roughly corresponds to less
with each layer pass in th&lAP operation, and the residualinan one error per transmission hour.

errors of all the quantizatioanitsare bounded by the threshold By separating thenap bits and thequan bits into disjoint
of the last layer. In order to obtain channel error resilience, the,~ <actions in the output data stream, the new coder can re-

LVQ quantization indices (i.e., thguan bits) are fixed length duce the possibility of error propadation. Since n bits
coded (FLC) as opposed to entropy coded or variable-len%{ﬁe fixed rgte code):j only err%rspocg:]currin.g in thatgfilts can

coded (VLC). . - . )
cause error propagation. Error resilience is achieved because the
sizes of themap portions are inherently small. For most video
sequences at commonly used bit rates, the VLC coakgalpor-
Most current video coding algorithms rely heavily on somgon only accounts foR0~30% of the total bit stream, in con-
VLC techniques to achieve high compression performandeastto thel00% VLC coded data streams produced by MPEG-2
However, every VLC technique has error-propagation problerand many other video coders. Thus, our data streams clearly

IV. ERROR RESILIENCE
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Fig. 7. PSNR performance of the 3-D subband video coldBii§ LOT, DCT Fig. 8. PSNR performance of the 3-D subband video codBis LOT, DCT

and the MPEG-2 coder for “Akiyo” sequence in a noiseless environment. @)d the MPEG-2 coder for “Hall Monitor” sequence in a noiseless environment.
0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps. (a) 0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps.

have less chance of manifesting propagational errors. This &lmore efficient and has become available in many commu-
vantage becomes more obvious when channel BERs are religation systems. In order to maintain near zero-tolerance for
tively low. bit errors in the rate distribution information, channel coders
In progressive transmission mode, our coded data streawith high protection rates are applied to thep bits. Since
are organized by coding/quantization layers. At each layer, ttiee size of thanap bit portion is relatively small, high-channel
expected consistency between the rate distribution imtap error protection is usually not costly in the sense of data ex-
and the actual data length in tqean portion can serve as anpansion. On the other hand, bit errors in tipgan bits only
inherent error detection for thmap decoding. After the de- cause localized reconstruction errors, as only fixed rate LVQs
coder retrieves map bit portion, it is able to calculate the exactare used. Therefore, some low-level channel error protection
number of bits in the correspondirguan bit portion for the should be sufficient for thguan bits. Such unequal error pro-
current layer. If this calculated number is consistent with thection (UEP) approaches usually yield good tradeoffs between
size of thequan portion it has received, the decoder can assurseurce coding and channel coding under the constraint of overall
there is no propagational error in the receiveap bits. Other- channel bandwidth.
wise, a propagational error has occurred and an error cancellain addition, the LOT, LBT and most filter banks of interest
tion scheme can be invoked to terminate the propagation. have a distinct feature that they can smooth out a localized dis-
In the case where channel coding is employed, our coditaytion over a wide area so that the effect of the distortion be-
structure provides a unique way to prioritize the coded datames less perceivable. This is because of the overlapping na-
stream for different degrees of channel error protections, whitire of LOT, LBT bases and subband filters at the inverse trans-
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Fig.9. Samples of decoded “Akiyo” frames, i.e., the 100th frame zoomed at the centes (@) block. (a) LBT at 0.25 bps. (b) DWT at 0.25 bpp. (c) MPEG-2
at 0.25 bpp.

@) (b) (©

Fig. 10. Samples of decoded “Hall Monitor” frames, i.e., the 100th frame zoomed at the center (10W) block. (a) LBT at 0.25 bps. (b) DWT at 0.25 bpp.
(c) MPEG-2 at 0.25 bpp.

form. This feature is particularly helpful at low BERs when onlyps DCT, LOT, andLBT. We also tested two other decomposi-
a few isolated distortions may occur and they do not interfetiens. In the first, we replaced the uniform decomposition of the
with each other. In fact, LOTs, LBTSs, and filter banks can aldOCT/LOT/LBT by a 3-level, 8-band USB using the 9/7 filters.
be useful for error-concealment purposes. As in the LT case, the DC subband is further decomposed using
one extra subband decomposition. We denote the coder with this
transform a®JSB We expect th&)SBandLBT to perform sim-
ilarly because of their identical 3-D subband structure. We also
The video encoder consists of a 3-D transform followed kynplemented another coder using a 4-level pyramid decompo-
a quantization/coding procedure based on the adaptive qusition, which is denotedWT It is clear that the lowest eight
tization just described. The decoder contains the componesighbands in all these implementations have the same size.
needed to perform the inverse process. The 3-D transform isThe size of the quantization unit in the 3-D subband domain
achieved through spatial and temporal extensions of five digsetto 2x 2 x 1, in which the 1 is for the temporal dimension.
ferent 1-D transform methods including DCT, LOT, LBT, USBThe 3-D quadtree coding is used for thEAP operation, and
and DWT. The extensions are symmetric in all three dimensionke Z, LVQ is used in theQUAN operation. For easy imple-
i.e., the number of decomposition levels is the same. Eight-poimentation, the levels of the quadtree coding are consistent with
DCT, LOT, and LBT are used to generatex88 x 8 uniform levels of the subband decomposition. To facilitate comparison,
subbandsi/ = 8), which correspond to a 3-level, 2-band unithree versions of each different implementation were created.
form decomposition. The LOT and LBT matrices are based dme default version, which is denoted as #ie version, uses
equations (5) and (6). The 9/7-tap biorthogonal filter bank [1%]rithmetic coding in th&1AP operation, and does not use arith-
is used in the USB and the DWT. However, when a data blooketic coding in th&QUAN operation. In the other two versions,
is shorter than 8, the 2-tap Haar filter bank is used instead. one uses arithmetic coding in both operations, which is denoted
Every 16 picture frames are grouped together to form tlas theaa version, and the other one does not use any arithmetic
input data cubes. Using the DCT, LOT, or LBT, an 8-band ungoding, which is then denoted as thie version. The arithmetic
form decomposition is obtained in a single stage. In order tmder is based on [27].
improve the energy compaction, an extra level of subband de\WWe compared the subband video coders with the MPEG-2
composition is performed in the lowest spatial-temporal freoder in both noiseless and noisy environments. MPEG-2 was
guency (or DC) subband. The resulting video coders are denosetected for the comparison because it has been widely used

V. EXPERIMENTAL RESULTS
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TABLE | TABLE I
PERFORMANCE COMPARISON OFALL TESTED VIDEO CODERS IN PERFORMANCE COMPARISON OFV ARIOUS IMPLEMENTATIONS OF THEUSB
NOISELESSENVIRONMENT AND DWT CODING ALGORITHMS IN NOISELESSENVIRONMENT
PSNR (dB) || mean | max | min | mean | max | min PSNR (dB) || mean | max | min || mean | max | min
Akiyo 0.25 bpp 0.50 bpp Akiyo 0.25 bpp 0.50 bpp
LBT-ab || 46.56 [ 48.75 [ 4406 || 50.79 | 5228 | 49.17 USB-ab || 45.65 | 48.1L | 4131 || 49.00 | 51.83 | 46.76
LOT-ab 46.16 | 48.24 | 44.10 || 50.48 | 52.02 | 48.85 DWTab 1152 3607 014 [T 4533 | 4914 [ 4697
DCOT-ab__J| 4622 | 48.34 | 44.00 | 5053 | 82,07 | 43.01 USBaa [ 45.02 | 48.23 | 4183 || 5013 | 52.17 | 47.12
USB-ab 1565 | 48.11 | 41.31 || 49.00 | 51.83 | 46.76 USEEE 130 T 07 4050 [T 4882 [ 5090 | 4478
DWTI-ab 1482 | 46.07 | 42.14 || 4833 | 49.14 | 46.97 = TS 55 oo
M%ES 2 A 0.245? 'Sll)p 5795 1 4574 0,;‘5‘ 'sgp 1266 USB-ab 30.74 | 41.23 | 38.52 || 42.24 | 43.44 | 41.07
LBT-ab 20.14 | 41.67 | 38.94 || 42.37 | 43.63 | 4147 DWT-ab 37.74 | 39.59 | 36.32 || 41.16 | 42.41 | 39.71
LOT-ab 2003 | 4L.50 | 39.30 || 42.56 | 43.69 | 42.15 USB-aa 39.89 | 4141 | 38.60 || 42.39 [ 43.58 | 41.16
DCT-ab 20.14 | 4161 | 3943 || 42.56 | 43.61 | 42.18 USB-bb 38.68 | 40.66 [ 36.91 [| 41.55 | 43.00 | 39.99
USB-ab 3074 | 41.23 | 38.52 || 42.24 | 43.44 | 41.07
DWT-ab 37.74 | 39.50 | 36.32 || 41.16 | 4241 | 30.71
MPEG-2 3571 | 36.01 | 32.67 || 38.66 | 40.17 | 36.34 TABLE Il

PERFORMANCE COMPARISON OFVARIOUS IMPLEMENTATIONS OF THEDCT
CODING ALGORITHMS IN NOISELESSENVIRONMENT

in many video communication systems, and represents a well PR I = T
i . ean max min mean

established and respected benchmark. The Berkeley MPEG-: . =

) . . Akiyo 0.25 bpp 0.50 bpp

implementation was used. In the MPEG-2 setting, each group ~DCT-sb || 46.22 | 48.34 | 44.09 || 50.53 | 52.07 | 49.01

i i ioh i DCT-aa || 46.46 | 48.47 | 4441 || 50.76 | 52.39 | 49.25

of pictures (QOP_) contains 15 frames, which is (_:Iose to_ the —sore—tar80 T 505 2261 | 2938 [ 5007 | 47 62

16-frame setting in our coders, and the I/P frame distance is se! ol 035 bpp 0.50 bpp

to 3. The test video sequences were the luminance component _DCT-ab ] 40.14 T 4161 [ 3943 | 42.56 | 43.61 | 4218
€A iy p - ; DCT-aa || 40.27 | 41.76 | 30.55 || 42.70 | 43.79 | 42.28

of the “Akiyo” and “Hall Monitor” sequences, both in CIF (352 DOThh 3002 | 4071 | 57.62 || 41.00 | 42.80 | 41.05

x 288) resolution and at 30 fps. The test bit rates were 1520640

bps (or 0.5 bpp) and 760320 bps (or 0.25 bpp).

TABLE IV
A. Compression Performance With No Channel Noise PERFORMANCE COMPARISON OFVARIOUS IMPLEMIENTATIONS OF THELOT
Figs. 5-8 show the frame-by-frame peak-signal-to-noise ratic

(PSNR) results of all the coders in the noiseless environment _PSNR (dB) [ mean | max [ min | mean [ max [ min
TheDCT, LOT, LBT, USB andDWTcoders are all using their B R
default versions. From these figures we can see that all sub LOT-aa 16.36 | 48.30 | 44.34 || 50.66 | 52.30 | 49.05
band video coders outperform the MPEG-2 coder on the twc __LOT-bb ][ 45.66 | 46.95 [ 42.66 || 49.35 | 50.97 [ 47.70
test sequences, sometimes by as much as 5 dB. A summarize —oe [ 0% b T 0% e
comparison is provided in Table I, in which the PSNR results LOT-aa 40.17 | 41.69 | 30.44 || 42.60 | 43.91 | 42.29
are averaged over the 120 picture frames. Samples of decode —OT-bb [['38.92 | 40.63 | 37.70 [| 4185 | 4280 | 40.97
video frames are shown in Figs. 9 and 10 for perceptual eval-

uation. We find that th& BT coder usually has the best perfor-

mance. Itis closely followed by the LOT and DCT coders. Com- TABLE V
. . PERFORMANCE COMPARISON OFV ARIOUS IMPLEMENTATIONS OF THELBT
paring theUSBand DWTcoders, we can see that the uniform CODING ALGORITHM IN NOISELESSENVIRONMENT

decomposition outperforms the pyramid decomposition under
our coding structure, at a cost of a significant increase in com- PSNR (dB) [ mean [ max | min || mean | max | min
putation. Considering both efficiency and computation, we re- ___Akiyo 0.25 bpp 0.50 bpp
. . . LBT-ab 46.56 | 48.75 | 44.06 50.79 | 52.28 | 49.17
alize that there could be an advantage in selecting the LT-based—T5722 1631 14801 | 1200 [ B1.07 | 5040 T 013
transforms instead of the subband filtering based transforms in __LBT-bb 4548 | 4731 [ 43.02 || 4961 | 51.34 | 47.78
a subband image and video coding algorithm. We also notice Lé{;ib - 0‘421?.23/313 S | — 3-23(‘;’;1) I
that there is a significant PSNR decrease at the last frame of —TBT=a 1036 | 4177 173010 | 4250 4380 | 4165
each 16-frame group in all of our video coders. This is caused _LBT-bb 39.15 | 40.94 [ 38.23 || 41.75 [ 42.90 | 40.99
by the simple progressive coding procedure used through the
bit-planes of all frames. This last frame performance drop can
be addressed by introducing a bit rate allocation procedurecmded by an additional arithmetic coder, no significant compres-
ensure that the target bit rate is met at the end of a bit-plane &on improvement is observed. On the other hand, if no arith-
all frames. However, the resulting improvement in quality mayetic coding is used in botAP and QUAN operations, the
not justify the increase in computation. overall performance is still superior to that of an MPEG-2 coder.
Tables II-V show the PSNR results of three different versioms fact, the performance in this case can be further improved
of all coders over the first 120 frames of the two test sequencbsg.increasing the levels of subband decomposition and quadtree
The “ab,” “aa,” and “bb” versions are defined in the previouscoding.
section. It is noteworthy that the LVQ in tf@UAN operation All these findings reveal that, for certain applications such
has fairly high coding efficiency, and even if the LVQ indices aras news broadcasting and surveillance, high performance video
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TABLE VI TABLE VII
SOURCE AND CHANNEL CODING BIT RATE ALLOCATIONS FOR“AKIYO” SOURCE AND CHANNEL CODING BIT RATE ALLOCATIONS FOR“AKIYO”
SEQUENCE AT0.25BPP SEQUENCE AT0.50BPP
E,/No MPEG-2 DWT E,/No MPEG-2 DWT
=4.33 (EEP) (UEP) = 4.33 (EEP) (UEP)
Conv. Rate 3/4 3/4 5/6 7/8 no Conv. Rate 3/4 3/4 576 778 no
R-S _ yes yes yes yes no R-S yes yes yes yes no
Source Coding 68.6% 16.4% | 17.6% | 23.8% | 23.4% Source Coding 58.6%% 379 T 5.8% | 348% [ 94.1%
Channel Coding 31.4% 75% | 5.4% | 6.0% Cha :
nnel Coding 31.4% 6.3% 3.0% 8.6%
Ey/No MPEG-2 DWT
=6.77 (EEP) (UEP) Ey/No MPEG-2 DWT
Conv. Rate 7/8 7/8 no no =677 (EEP) (UEP)
’S Vea ves yos o Conv. Rate 7/8 7/8 no no
Source Coding 80.0% 175% | 47.7% | 26.3% R-S ' yes yes yes no
Channel Coding 20.0% 1.4% | 4.1% Source Coding 80.0% 16.3% [ 44.6% | 31.2%
Channel Coding 20.0% 4.1% 3.8%

coding can be achieved by a simple 3-D transform coding ap- TABLE VIII

proach without the complicated motion compensated predic- SOURCE AND CHANNEL CODING BIT RATE ALLOCATIONS FOR"HALL
. . MONITOR” SEQUENCE AT0.25BPP

tion procedure. Some advantages of the 3-D transform coding

scheme include:

_ Ey/No MPEG-2 DWT
+ the transform methods usually have fast algorithms fi = 4.33 (EEP) (UEP)
practical hardware and software implementations; COHE ?ate 3/4 3/4 5/6 7/8 1no
. P . - yes yes yes yes no
the gpcc?der and decoder have similar computation €O ———= Coding 8.6 B T T T B o B8%
plexities; o _ Channel Coding 31.4% 72% | 55% | 6.0%
« the structure allows easy switching among various cor Ey/No NMPREG.2 DWT
putational settings. — 6-;7 (EI}JP) - (UEP)
. . . . . . . onv. Rate 7/8 7/8 no no
It is also interesting to note tha'g high cophng efficiency (.ZIOE ®S Ve ves ves 0
not have to rely on entropy coding. A video coder entirel “Source Coding 80.0% 17.2% | 47.4% | 271%
without entropy coding, such as the arithmetic coding, me Channel Coding || 20.0% 4.3% | 4.0%

have good computational efficiency, and can also avoid soliic
of the associated intellectual property problems.

TABLE IX

B. Compression Performance With Channel Noise SOURCE AND CHA,&'EE'.'TS;D QEGQEIETNS:T,ETQEBO;;J 1ONS FORTHALL

Because the error-resilient feature comes largely from t-~
coded data stream partitioning, different transform methods w E "fgg Négg% 2 (%‘g%
not produce significantly different results in noisy environmen™Geonv. Rate 3/4 371 5/6 778 o
Therefore in noisy channel simulations, we only testedXWeT R-S yes yes yes yes no
default coder against the MPEG-2 coder. We applied conca gﬁ:;f;lcc"gé?fg gi"igz 175'14%’ g'gg’ 382'17;% 23.9%
nated forward error-correction codes (FEC), which are specifi TN, MPEG_Q - = ‘;)WT =
in the DVB-S standardETS 30042}, to both our data stream =6.77 (EEP) (UEP)
and the MPEG-2 data stream. This FEC coding system c(__Conv. Rate 7/8 7/8 no no
tains an inner convolutional code and an outer Reed—Solon R-3 yes yes yes no

) - . Source Codin 80.0% 17.3% | 42.3% | 32.5
(R-S) code. The convolutional code is obtained from a NAS~Ehannel Codingg 20,0«7‘; 4,3%0 3.6%0 %

standard convolutional code (= 1/2, £ = 7) with punc-
turing rates of{3/4, 5/6, 7/§. The (204, 188, 8) R-S code is a

shorten version of the (255, 239, 8) R—S code. A white Gaussian TABLE X

noise channel with BPSK modlation was used as the chanq=y SE, Sturion BB Reuirs(u 48)or ruead e
model, and soft-decision Viterbi coding was used at the con-

volutional decoder. Experiments were performed using channe™BER T o [0 T2 0 [0 102
signal-to-noise ratiog’, /Ny of 4.33 dB and 6.77 dB, which cor- Akiyo 0.95 bpp 0.50 bpp
respond to BERs of It and 10°2 in the uncoded channel. The DWT || 44.86 | 4421 | 43.09 || 48.35 | 48.00 | 47.12
MPEG-2 data streams were protected at equal error-protectiol 2E2C-2 Il 42.78 | 4156 | 40.62 [ 45.76 | 4483 [ 4415
rates in each case, w_h.ile the UER scheme was used forourda éiva\“,lrlr 3779 o.gg.gp 3616 2119 O'Zg.;’(‘)’p 5775
streams. With the ability to classify our data stream imtap MPEG2 [ 35.67 | 3440 | 3353 (73867 3776 | 3715

and quan sub-streams, different channel protection rates can

be assigned to achieve maximum effectiveness. Tables VI-IX

show the bit allocation between the source and channel codtirges for each test condition, and PSNR values for each frame
for each simulation. Figs. 11-14 show the noisy channel sinvere calculated as the average of all 50 reconstructions. Table X
ulation results in average PSNR. Simulations were repeated€bdws the PSNR results averaged over the first 60 frames of
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Fig. 11. PSNR performance of the 3-D subband video cBdgfland the MPEG-2 coder for “Akiyo” sequence in noisy channels with channel BNR; =
6.77 or BER= 10—2. (a) 0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps.
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Fig. 12. PSNR performance of the 3-D subband video cBdgifland the MPEG-2 coder for “Akiyo” sequence in noisy channels with channel BNRV; =
4.33 or BER= 10—2. (a) 0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps.

the testing sequence in each simulation. These results cledilyh compression performance even without entropy coding.
demonstrate the high compression performance of the 3-D s@mulation results have shown the viability of this approach
band video coder in noisy channels. Moreover, with the UBR application areas such as wireless video communications.
scheme, the performance gain of the subband coder is furtheparticular, we believe that a video coder with a simple 3-D

increased in noisy channels. LBT/LOT or even DCT transform and a few levels of quadtree
coding followed by a look-up table based LVQ can be a very
VI. CONCLUSION attractive choice for portable computing devices.

In this paper, we have presented a new 3-D subband vided/Ve recognize that there are some common prob_lemsT with the
coding structure. It consists of a simple 3-D data transforaiD Subband approach that we did not address in this paper,
and an adaptive quantization procedure. We have immemen‘ﬂg@jch include difficulties with fast motion scenes and scene
several video coders based on the DCT, LOT, and LBT uniforfilts- The major intention of this paper is to investigate the ef-
subband and DWT methods. All of these video coders ai@ctiveness of 3-D data transform in certain applications. We un-
able to provide superior performance in both noiseless afifirstand that, to some extend, temporalfiltering has clear advan-
noisy environments. A major novelty of the coding scheme t8ges over MCP approach in the sense of compression and com-
classifying the compressed data stream into sub-streams witiation. However, the optimal range of motion activity for tem-
different noise sensitivity levels for better channel adaptatioporal filtering is still under study. At the same time, we are in-

Quadtree coding and lattice vector gquantization techniques aestigating adaptive 3-D data structures which can handle scene
used to reduce the size of the VLC data portion and achiewets.
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Fig. 13. PSNR performance of the 3-D subband video cai#iTand the MPEG-2 coder for “Hall Monitor” sequence in

noisy channels with channel SNR

E,/No = 6.77T or BER= 10—2. (a) 0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps.
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Fig. 14. PSNR performance of the 3-D subband video cB¥¥ffland the MPEG-2 coder for “Akiyo” sequence in noisy channels with channel BNRV, =

4.33 or BER= 10—2. (a) 0.25 bpp or 760320 bps. (b) 0.50 bpp or 1520640 bps.

The LT bases we exploited in this paper were designed(4]
for maximizing the coding gain. Recently, researchers have
begun to explore several different LT bases [28], [29], which 5]
intentionally introduce some limited amount of transform
redundancy aimed at minimizing the channel error effectsl6]

at the decoder. These LT bases are designed to achieve an

effective balance between efficiency and robustness. We argy
currently studying such an approach in which error-resilient

data transform methods, quantization/coding methods, an
channel error-protection methods can be integrated to improv

the quality of service for wireless video communications.
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